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Abstract

The removal of boron from aqueous solution was carried out by electrocoagulation (EC) using
magnesium electrodes as anode and stainless steel electrodes as cathode. Several operating parameters on
the removal efficiency of boron were investigated, such as initial pH, current density, initial boron ion
concentration, NaCl concentration, spacing between electrodes, electrode material, and presence of
carbonate concentration. The optimum removal efficiency of 91. 5 % was achieved at a current density of
3 mA/cm? and pH = 7 using (Mg/St. St. ) electrodes, within 45 min of operating time. The concentration
of NaCl was o. 1 g/l with a 0.5cm spacing between the electrodes.

First and second order rate equation were applied to study adsorption kinetics. The adsorption process
follows second order kinetic model with good correlation. The energy consumption was evaluated for the
optimum operating conditions. It was in the range of 1.296 to 1.944 Kwh/m’. The overall expected
increase in the operating cost of water treatment using membrane desalination facility (for example) will
be about 20%.

Keywords: Boron removal, Electrocoagulation, Water treatment, Mg electrode, pH.
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1. Introduction

Recently boron has come to the forefront as a
possible drinking water contaminant (WHO,
2008). Due to the increasing demand of water in
both potable use and for Irrigation, coupled with
a decrease of suitable water sources, suppliers
have to use alternatives such as sea water. By
using those alternative sources more trace
contaminants start to appear in the final product.
One of these is boron. Boron (B), an inorganic
compound, is a non-volatile metalloid that is
ubiquitous in the environment in compounds
called borates. Common borates include boron
oxide, boric acid, and borax (USEPA, 2008).
Boron could be released into the environment by
both natural weathering processes and anthropic
sources (Yonglan et al, 2008).

Concentrations of boron vary widely and
depend on the surrounding geology and
wastewater discharges. Boron compounds are
used in the manufacture of a variety of industrial
products such as glass and porcelain, wire
drawing, leather production, carpets, cosmetics,
detergents, food preservatives, photographic
chemicals, fireproofing fabrics and weather
proofing for woods (Nihal et al, 2004). During
these processes many boron compounds are
introduced into the environment as a waste.

Short and long term oral exposures to boric
acid or borax in laboratory animals have
demonstrated that the male reproductive tract is
a consistent target of toxicity (WHO, 2008).
According to the WHO and Iraqi drinking water
guideline for 2009, boron levels in drinking
water have to be limited to 0.5 mg/L.

There is no easy or simple method for the
removal of boron from water and wastewater
(Kabay, 2010). Technologies for boron removal
include conventional and advanced treatment
technologies such as, chemical precipitation, ion
exchange, reverse osmosis (RO), adsorption
with Activated carbon (AC), Electrodialysis
(ED) and etc. These methods have disadvantages
such as using large quantities of chemicals and
generating large volume of sludge causing
disposal problems. Therefore there is a need to

1267

Removal of Boron from Simulated Iragi Surface
Water by Electrocoagulation Method

find more efficient method to remove boron
from water.

In recent years, the level of fresh water flowing
into Shatt Al-Arab from Euphrates and Tigris
rivers has declined, so salt and boron containing-
water from the Arabian Gulf has increasingly
poured in. This resulted in a problem to the
water treatment plants in the south of Iraq
because they use conventional methods for
water treatment which are not effective for
boron reduction as previously mentioned.

Researches had been done to remove boron
from water and wastewater using EC method
with different types of electrodes materials.
Nihal et al., 2004 investigated the feasibility of
boron removal from wastewater using EC with
aluminum electrodes. The process was examined
under various factors in order to assess optimal
operating conditions. They showed that boron
removal by EC process depends on current
density, initial concentration and time. Removal
of 92-96% was achieved under a current density
of 30 mA/cm?.  Erden et al., 2007 provided a
quantitative comparison of EC and Chemical
Coagulation (CC) approaches based on boron
removal. Comparison was done with the same
amount of coagulant between EC and CC
processes. Although, all operational parameters
were same in EC and CC, boron removal
efficiency between each treatment processes was
a quite different. Boron removal efficiency for
EC and CC were 94% and 24%, respectively.
Subramanyan et al., 2010 optimized the process
parameters for the removal of boron from
drinking water by EC. The results showed that a
maximum removal efficiency of 97.3% was
achieved at a current density of 50 A/m? and pH
of 7 using magnesium at the anode and stainless
steel as the cathode.

This work aims to evaluate the effectiveness of
EC process to remove boron from water using
Magnesium/ St.St. electrodes and determine the
effects of various operating parameters on the
removal efficiency such as initial boron
concentration, initial pH, current density, gap
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between electrodes, sodium chloride

concentration, and time.

2. Electrocoagulation Mechanism

EC is a complicated process involving many
chemical and physical phenomena that use
sacrificial electrodes, such as Al, Fe and others,
to supply ions into the water (Christos et al,
2010). In the EC process the coagulants
generates in situ by dissolving electrically the
consumable electrodes (Fe/Al). The metal ions
generation takes place at the anode; hydrogen
gas is released from the cathode (Lawrence, et
al, 2007). In the EC process current is passed
through a metal electrode, oxidizing the metal
(M) to its (M ™*) at the anode.

M ————> Mr* +ne” (1)

At the cathode side, hydrogen gas (H;) and the

hydroxyl ion (OH") are generated by reducing

the water.

2H,0 +2¢- ——> 2 OH™ + Hy(g) (2)

(Holt et al, 1999).

In the solution, the metal cations resulted
from the anode oxidation combine with

Volume 18 November 2012

1268

Journal of Engineering

hydroxyl ion (OH") resulting from water to form

highly charged coagulant. In the case of
Aluminum anode, the AIP* reacts with H,O to
form AI(OH)s;, and in the case of magnesium
anode the Mg?* reacts with H,O to form

Mg(OH)s,.
The destabilization mechanism of the
contaminant, particulate  suspension, and

breaking of emulsion may be summarized as
follows (Christos et al, 2010).

1- Compression of the diffuse double layer
around the charged species by the
interactions of ions generated by oxidation
of the sacrificial anode.

2- Charge neutralization of the ionic species in
the wastewater by counter ions produced by
the electrochemical dissolution of the
sacrificial anode.

3- Floc formation.

3. Experimental Apparatus & Procedures

Fig 1 shows the EC cell consisted of a 1.5-L
Plexiglas vessel. Magnesium electrodes of
surface area (240 cm?) acted as the anode. The
cathodes were stainless steel of the same size as
the anode. A regulated direct current (DC) was
supplied from a rectifier (5 A, 0-25 V).
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Figure 1: Schematic diagram of EC cell.

Boric acid H3;BOs; was dissolved in distilled
water for the required concentration. The
solution of 1.5 L was used for each experiment
as the electrolyte. The pH of the electrolyte was
adjusted, if required, with 1 mol/L HCI or NaOH
solutions before adsorption experiments.
Electrolytic cell with monopolar electrodes in
parallel connections has been used with an
interelectrode distance varying from 0. 5 cm to 1
cm depending on each experiment conditions.

The magnesium electrode was weighed before
and after each experiment to determine the
amount of magnesium loss of each experiment.
Before each experiment, the conductivity of the
solution was adjusted with NaCl. During the
experiments, the solution in the EC unit was
stirred at 120 rpm by a magnetic stirrer with an
Initial temperature of 22 °C.
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Each run was timed starting with the DC
power supply switching on. During the
experiments, anodic dissolution occurred and
hydrogen gas was produced at the cathode.
Samples of 10 ml were taken during each
experiment at different time to be filtered and
then analyzed wusing atomic absorption
spectrometer. Samples were analyzed at the civil
Engineering labs at Dalhousie University in
Canada. Each sample was taken from a distance
between two electrodes and at fixed depth. After
each run, the electrodes were washed and
brushed then cleaned by ethanol to remove any
solids accumulated on the electrode surface.

The operating conditions for each test run are
summarized in Table 1. These operating
conditions were optimized from preliminary
tests and found out that they are the best
conditions that give acceptable removal
efficiency.
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Table 1: Test runs plan summary for operating parameters.

Boron Current NaCl Spacing Carbonate .
Test run Test run . between Time
number | description PH con. CEIY conc. electrodes conc. (min)
(mg/l) | (mA/cm?) (/1) om (mg/l)
1 Eff. of pH 3-10 5 3 0.1 0.5 0 0-120
2 Eui @5 7 5 1-4 0.1 0.5 0 0-90
current
3 B, @7 2 7 3-7 3 0.1 0.5 0 0-90
conc.
4 S 5 3 0.01-0.2 05 0 0-90
conc.
5 Eff. of 7 5 3 0.1 0.5-1 0 0-90
spacing
6 Eiffo 7 5 3 0.1 0.5 50-250 | 0-90
carbonate

From other related research, it has concluded
that the best stirring speeds are from 100 — 150.
So, stirring speed of 120 rpm has kept constant
during all the experiments.

4, Results and Discussion
4.1 Effect of Initial pH

pH of the solution plays an important role in the
electrochemical and chemical coagulation
process (Christos et al, 2010). In this study a set

of experiments were performed with initial pH
in the range of (3-9), the test operating
conditions are shown in Table 1. The maximum
boron removal efficiency (99.59%) was obtained
at pH of 7 within 120 min, which is neutral,
from this it can be concluded that the majority of
Mg coagulants are formed at this pH. The major
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complex that is formed at this pH maybe due to
formation of Mg(OH): which could be less
soluble in water at pH of 7. However, that could
be the reason of high boron removal percentage
at this pH. This result is in agreement with the
work of (Vasudevan et al, 2010). In which he
indicated that the highest boron removal was
obtained at pH of 7 because boron was present
as B(OH); and the formation of Mg(OH), was
high.

The results that show the effect of different pH
values on removal efficiency of boron are shown
in Fig 2
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Figure 2: Boron removal efficiency with different pH values (Current density = 3mA/cm?, [B]= 5 mg/l,
[NaCl] = 0.1 g/l, gap = 0.5 cm, T =22 °C, and stirring speed = 120 rpm).

4.2 Effect of Current Density

Current density is very important parameter that
affects the EC process because it directly
determines both coagulant dosage and bubble
generation rates and strongly influences both
solution mixing and mass transfer at the
electrodes. So current density is the key
operational parameter that affecting the system’s
response time and also influencing the dominant
pollutant separation mode (Christos et al, 2010).

To examine the effect of current density on
boron removal efficiency, a series of
experiments were carried out with the current
density being varied from 1 — 4 mA/cm? The
test operating conditions are shown in Table 1.
The results are depicted in Figure 3.

From the Figure it can be seen that the boron
removal efficiency increases with the increase of
current density. At high current densities, the
generation of Mg ions increases due to the
increase of anodic dissolution, resulting in a
greater boron removal rates, indicating that the
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Adsorption depends up on the availability of
binding sites for boron.

From Fig 3, it can be indicated that a current of
3mA/cm? gives B removal efficiency of 94%

which effectively reduces boron concentration to
less than 0.5 mg/l. Any other increase in current
density leads to increase in removal efficiency
but it is not economically efficient due to high
power consumption. A comparison between
experimental and  theoretical  sacrificial
magnesium anode consumption has been
achieved by calculating the theoretical Mg loss
from the anode using Faraday’s equation and
compared with those obtained experimentally.

(Christos et al, 2010).
itM
W= X Faraday's law  (3)
Nf
Where:- Wis  the

quantity of electrode material dissolved (g of
M/cm?), i is the current density (A/cm?), t is the
time in seconds, M is the relative molar mass of
the electrode concerned, (M =56 for Fe, 27 for
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Al, and 26. 3 for Mg), N is the number of The comparison between theoretical and
electrons in oxidation/reduction reaction, (N=2 experimental amount of Mg dissolved in the
for Fe and Mg , N= 3 for Al), And f is the electrolysis is shown in Figure 4.

Faraday’s constant, 96, 500 C/mol.
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Figure 3: Effect of current density on boron removal efficiency. (pH = 7, [B]= 5 mg/l, [NaCl ] =0. 1 g/,
gap =0.5 cm, T =22 °C, and stirring speed = 120 rpm).
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Figure 4: Measured Vs. calculated amount of Mg released from the anode

4.3 Effect of Initial Boron Concentration

The effect of initial boron concentration on That boron removal efficiency decreased with
boron removal was examined with solutions of increasing boron concentration. This can be
boron concentrations ranging from 3-7 mg/1. The explained as follows; although the same amount
other test operating conditions are shown in Mg?* passed to solution at the same current
Table 1. Fig 5 shows the boron removal density for all boron concentration, Mg?** was
efficiency with time for different initial boron insufficient for solutions of higher B
Concentrations. From the results it can be seen concentration.
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Figure 5: The Effect of initial boron concentration on Boron removal efficiency. (pH = 7, current =
3mA/cm?, [NaCl] = 0. 1g/l, gap = 0. 5cm, T = 22 °C, and stirring speed = 120rpm).

4.4 Effect of Sodium Chloride Concentration

The effect of NaCl concentration on boron
removal was examined with NaCl
concentrations ranged between 0. 01 — 0. 2 g/l
the other test operating conditions is shown in
Table 1. As expected, the obtained results
showed that boron removal increased with
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increasing concentration of sodium chloride
because of the increase in solution conductivity.

In addition, the energy consumption decreased
with increasing concentration of sodium chloride
due to potential decrease under constant current
density. The results obtained from the
experimental work are shown graphically in Fig
6.
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Figure 6: Relationship between B removal efficiency and time with different NaCl concentrations. (pH =
7, current = 3 mA/cm?, [B] =5 mg/l, gap = 0.5 cm, T =22 °C, and stirring speed = 120 rpm).

4.5 Effect of Spacing between Electrodes

The effect interelectrode spacing on boron
removal was investigated with spaces of 0.5,
0.75, and lcm. The other operating conditions
are shown in Table 1. It can be seen from Figure
7 that the removal efficiency increases with the
decrease of space between electrodes while the
highest removal efficiency of 99.1% was
obtained at gap of 0.5 cm after 75 min. This
can be explained that decreasing the space
between electrodes results in low resistance
through the solution which in effect results in
increasing the rate of magnesium dissolution and

Mg?* releases and consequently leads to more
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boron removal from the solution. On the other
hand, decreasing the space could enhance the
flotation process by limiting the generated
bubbles in a narrow space which results in
higher removal efficiencies.
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Figure 7: Effect of interelectrode spacing on
boron removal efficiency

4.6 Effect of Electrode Material

A set of experiments were carried out using
aluminum electrodes with the same dimensions
and active area of the magnesium electrodes to

investigate the effect of different electrode
material on boron removal efficiency. The
operating conditions were maintained the same

Volume 18 November 2012
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As when magnesium electrodes were used in the
previous experiments. The operating conditions
were: current density of 3 mA/cm?, pH = 7,
boron concentration of 5 mg/l, NaCl
concentration of 100 mg/l, and interelectrode
spacing of 0.5 cm.

Figure 8 shows that using Al electrodes is
more efficient than Mg electrodes for the same
operating conditions, although both electrodes
reach the same maximum efficiency within 80
min. This could be happened because that the
positive charge of Al ions (AI**) is higher than
the charge of Mg ions (Mg**) which leads to
more sorption affinity on pollutant colloids for
Al ions.

The reason of using Mg electrodes instead of
Al electrodes in the boron removal from
drinking water is the high residual of aluminum
in treated water, which can create health
problems. In the case of Mg electrodes, there is
no such disadvantage. The maximum allowed
concentration of Al in drinking water is 0.2 mg/l
while it is 100 mg/1 for Mg (Iraqi specifications
for drinking water, 2009).
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Figure 8: Effect of electrode material on boron removal efficiency

4.7 Effect of Coexisting Anions (Carbonate).

To investigate carbonate anions on boron
removal a set of experimental series were
conducted with different carbonate

in Table 1. Figure 9 shows the effect of different
carbonate concentrations on boron removal
efficiency. The results indicate that carbonate
anions have a significant effect on boron
removal efficiency. This could be due to

concentrations of 50, 100, 150, 200, and 250 passivation of the anode and reducing
mg/l. the other operating conditions are shown dissolution of the anode.
100
—4— 50 mg/I carbonate
90
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80
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70 4 &
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Figure 9: Effect of different carbonate concentration on B removal efficiency
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4.8 Studies of Adsorption Kinetics

The kinetics of adsorption of boron is analyzed
using first-order and second-order Lagergen rate
equations. (Azizian, 2004).

The pseudo-first-order rate equation is

o
&g

— = k1(ge—q)

“4)

Integrating Eq. (4) for the boundary conditions t
=(0tot=tand g=0to q=q gives

. lg—a) "
In——= —k,t
Qs

)

Where: ¢ and ge are the grams of solute sorbed
per gram of sorbent at any time and at

equilibrium, respectively, and k; is the rate

constant of first-order sorption.

Another model for the analysis of sorption
kinetics is pseudo-second-order. The rate law for
this system is expressed as

dq

©

= k2 (. —q)’

Integrating Eq. (6), for the boundary
conditions t=0tot=tand q=0to q=q, gives
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1

1
-= = +k;t
(g.—g] 9.

(7

Where: k; is the pseudo-second-order rate
constant of sorption.

Equation (7), can be rearranged to obtain a
linear form,

E 1 E
g kigl q,

®)

The amount of boron adsorbed at equilibrium
and the first-order rate constant (ki) were
calculated from the slope of the plots of
In ?versus time (t). It was found that the
calculated qe values do not agree with the
experimental ge values.

To investigate the adsorption of boron using
Lagergen second-order equation, t/qt versus time
were plotted in Figure 10. The second order
kinetic values of ge and k, were calculated from
the slope and intercept of the plots t/qt vs. t.

Table 2 gives the computed results from first-
and second-order kinetic models. For the
second-order kinetics model the calculated
experimental amount of boron adsorbed at
equilibrium values agree better than those of the
first order kinetic model, indicating that
adsorption follows more closely the second-
order kinetic model.
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Figure 10: Second order kinetic model plot for different concentration of boron.

Table 2: Comparison between experimental and calculated ge values for different initial boron
concentrations in first and second-order adsorption isotherm.

B conc first order adsorption second order adsorption
me/l ge expt. . k2 * 19‘
ge calc K1 1/min R? ge calc 1/min R?
3 4.4955 7.7428 0.0859 0.9873 5.379 12.85 0.9884
4 5.976 21.8 0.1064 0.9171 7.3964 7.693 0.9857
5 7.4625 16.1213 0.08198 0.9768 9.5877 4.907 0.9822
6 8.874 15.8635 0.06747 0.9391 11.8906 3.1894 0.9771
7 9.9855 18.16 0.06632 0.9404 14.2247 2.162 0.9561

4.9 Study of Cost of EC Process

The energy consumption was evaluated for the
optimum operating conditions that obtained
from the tests shown before. Ec (Kwh/m?®) is
calculated from the following equation. (Al
Gurany, 2009).

Ec =nIRI t/ 1000V 9)
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Where, nIR is the potential drop across the
solution (V), | is the electrolysis current (A), tis
the electrolysis time (h), V is the volume of the
solution treated (m?3).

For current consumption of 3 mA/cm? (0.72 A
in this thesis), voltage of 5.4 V, cell volume of
1.5 1, and 45 min operating time, the Ec is 1.944
Kwh/m’. If electric cost is estimated to be 0.06
$/kWh, then each m?® will cost extra 11 cents for
only the electric consumption. There are also
other costs, such as sludge movement,
magnesium material costs, maintenance, etc.
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The overall expected increase in the operating
cost of water treatment using membrane
desalination facility (for example) will be about
20%.  Water samples were taken from two
water treatment plants at Shat Al-Arab then
these samples were tested. The results showed
that the treated water comes from the treatment
plants has high salinity reaches up to thousands
of mg/l. Although water salinity is not preferred
in drinking water, it enhances the EC process by
increasing the solution conductivity which leads
to less treatment cost by reducing the operating
time. Fig 11 shows how more salty water gives
higher removal efficiencies.

100
90
80
70

B removal %

60

50 +

0 0.05 01 0.15

NacCl g/I

0.2

Figure 11: The effect of NaCl concentration of B
removal efficiency (30min)

This Figure shows that using a concentration of
200 mg/l of NaCl instead of 100 mg/l gives
90.2% removal efficiency at 30 min. This
removal efficiency reduces B level from 5 mg/l
to 0.49 mg/l, which is within the drinking water
guidelines. So that, using 200 mg/l NaCl reduces
the cost of EC process by time reduction.
Operating time of 30 min gives Ec equal to
1.296 Kwh/m?. In this case the EC cost will be
7.7 cents instead of 11 cents for only the electric
consumption.
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5. Conclusions

Experiments have been carried out to determine
the best operating conditions which give an
acceptable boron removal with the lowest time
and cost.

1- The results showed that the optimized boron
removal efficiency of 91.5% was achieved at a
current of 3mA/cm?, pH of 7, NaCl = 0. 1g/l,
time = 45min, electrode spacing = 0.5cm, at a
stirring speed of 120rpm, and temperature equal
to 22°C, using magnesium electrodes as anode
and stainless steel electrodes as cathode.

2- Although, aluminum electrodes gave more
boron removal efficiency than magnesium
electrodes, the use of magnesium electrodes in
drinking water treatment is preferred because of
the high Al ions residual in the treated water
which may lead to some health problems.

3- It was clearly indicated that the boron
removal efficiency of 91.5% was achieved from
the generation of magnesium hydroxide in the
EC cell. The magnesium hydroxide removes
boron presents in the water and reduces the
boron concentration to less than 0.5 mg/l, and
makes it within the acceptable range for drinking
water as mentioned by WHO guidelines for
boron.

4- The effect of carbonate anions concentration
on boron removal also was studied and the result
showed a significant effect on the removal
efficiency when the carbonate concentration is
high, which could be caused by the passivation
of the anode causing reduction in anode
dissolution.

5- From an experimental study of boron
adsorption kinetics, it was found that the boron
adsorption process follows Lagerange second-
order kinetics rather than first-order kinetics.
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The Influence of Politics on Architectural Thought
A Descriptive and Analytical Study of the Effect of Political Ideology on the Achieved
Architecture (Berlin City as an Example)
Prepare By:
DHIRGHAM MIZHER KAREEM ALOBAYDI

dhireghamalobaydi@yahoo.comE-Mail:

Abstract:

The research investigates the political effect and its directions on the architectural thoughts and its achievements
and how can this political system affect all fields of life in communities including architectural urban design. The
problem of the research lies in the ambiguity effects of the ideological national directions of the Nazi Party on the
architecture and urban design of the city of Berlin, then determining the aims of the research to discuss the
concepts of politics and architecture and their relation to the way of thinking that plays a role in the process of
design that works on property and achieving the suitable urban environments for those communities. After that,
the Nazi's party's thought would be studied and analyzed, its concepts, public beliefs and its relation with
renewing the city of Berlin as an example, to finish with introducing the conclusions.
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.Design Symbolic Metabolism
255



Gl a8 R e ald sl Lo gl g ) Al Al g s 53 B jland) S e dpudd) i
Ladgaf ol Ayt 6 jlanl) Jada’ e dpubyud

(25 2000 )

25 )

256



L...uy\ Z\.‘M

3.1

4.1

5.1

2012

257

18 Al

11 2l

2.1



Gl a8 R e ald sl Lo gl g ) Al Al g s 53 B jland) S e dpudd) i
Ladgaf ol Ayt 6 jlanl) Jada’ e dpubyud

2000 )
.(131-129

2000 )
(19

258



Lutigh Alas 2012 AU G 18 s 11 amll

)
( )
2000 )
(107
(33 2000 )
()
() ( )

259



Gl a8 R e ald sl Lo gl g ) Al Al g s 53 B jland) S e dpudd) i
Ladgaf ol Ayt 6 jlanl) Jada’ e dpubyud

(54 2000 ) (53-52 2000 )

260



L...uy\ a.\u

(We shape
Our Building Thereafter - They Shape Us)
(17-19 1985 )
[ J
R.Dripps

R.Dripps

(Dripps, 1996,
p.107, 18)

2012

261

.(134-132

18 Al

2000

11 2l

)

: 7.1



Gl a8 R e ald sl Lo gl g ) Al Al g s 53 B jland) S e dpudd) i
Ladgaf ol Ayt 6 jlanl) Jada’ e dpubyud

“The

idea of man-made world”

) .(Crowe, 1995, p.233)

2000 ) (Positivist)
.(103

262



Lutigh Alas 2012 AU G 18 s 11 amll

.(105-103 2000 )

263



(1

Gadl a1 S R el

:Metabolism .

) 1970

Osaka

.(Jencks,1980,p.100-101)
2.

L sl saa) il Al L g Al 3 5 el B e Ay )
Lad gad) Ol s Ada (3 jland) jaia’ o Al

.(319-317 )

264



dnigl) Aaa

2012

(2)
1964 Herron _laxall
(138 2002

.Abstract Thinking

(335

265

gst'ﬂ\ (sl

@

18

Walking City

) 1964

.(137-135

):

11

et

Ron Herron

2002

)

1970 Korokawa



Gl g% 3 gl ya T a1 0 A B g 35 end) 8 o A i
Ladgad) ol At 5 jlanl) Sl 1o b

! ( )
!
Design Problems
Dilemma
Troubles
2005 )
(4
( )
G )

o) Aia (e Calias
i g g gall 1o 8 oamilly (4d5.u)L5JA‘
.@aJM\UﬁAY\ JA\‘;‘DTJLQ.\Q“}LSAQ\

(Wessling, 2010, p.14) :

266



duigl) dlaa 2012 AU gy 18 dae 11 2w

! ) 2
-
: 1.2
(Hitler)
(5 )
( )
)
(5) (

(Wessling, 2010, p.10& 12) :

267



Gl g% 3 gl ya T a1 0 A B g 35 end) 8 o A i
Ladgad) ol At 5 jlanl) Sl 1o b

2.2

( )
(Hitler)

(6)
(Wessling, 2010, p.24) : ( )

6 )

268



L...uy\ Z\.‘M

)
(
.(Aryan
)

)

2012

269

SN ¢y 18 e

Nazi Architecture, P.1-)

THEATRICAL

11 2l

STAGE

3



Gl a8 R e ald sl Lo gl g ) Al Al g s 53 B jland) S e dpudd) i
Ladgaf ol Ayt 6 jlanl) Jada’ e dpubyud

i )

‘'THE SYMBOLIC

National
3 . Socialist Styles
)
( )
( )
( ) ( )
( ) ( )
Speer
"THE SERMON
The World In )
(Stone
)

270



duigl) dlaa 2012 AB o 18 alae 11 )

: 3.2
Speer
)
Speer (
« - )
«c - )
350000
7 )C )
)
C )
7)
Speer
. ( )




@) oS 3 ol IR PRIN T CERRACE F PR IPYS ORI B AR Y.
IS IRPTE ERP S U SR A BRI

( ) Speer

( ) ( ) . (Hitler)

Nazi Architecture, ) ( )

:(P.1-3

5.2

(8)

(2010 ): -



Eu.nélgi\ ;\.\u

dig Siadi

°q

dur Park
(9)

1993
(Wessling, 2010, p.106&108) :

2012

273

SN ¢y 18 alae 11 2

(27 ) ( )

Speer Bogen

¢ 3 -0 gv\ \v
‘\. i ﬂ;\&&

Pty
4 S,
T By ) %S'w\ N'% @mﬁ \ﬁ‘( ""&«V. \‘."11169\0\
_ aamg@-.é@:?&?ﬂ-. S %ﬁfv "ii:”ﬁf’@k :/\

rl‘w q.‘!t&" i Cz.'
i P, um
E Jl,ﬂﬁ

»a-?“; "’ ‘%}aﬂy% i J“&El% :

ﬁéﬁ a@ gm wmst
”Wﬁ?isﬁ%ﬁ\é Eﬁi’ﬂﬁ" Wf} @?T‘%w\’ﬂ@ o



Gl a8 R e ald sl Lo gl g ) Al Al g s 53 B jland) S e dpudd) i
Ladgaf ol Ayt 6 jlanl) Jada’ e dpubyud

13

274



duigl) dlaa 2012 AB o 18 alae 11 )

(10)

1993
(Wessling, 2010, p.73&75) :

(10 )

275



Gl a8 R e ald sl Lo gl g ) Al Al g s 53 B jland) S e dpudd) i
Ladgaf ol Ayt 6 jlanl) Jada’ e dpubyud

276



Lutigh Alas 2012 AU G 18 s 11 amll

Design Process

14

.2005

.2000

.2002

.1985

277



Gadl a1 S R el

IV.Jencks, Charles, Late Modern
Architecture, Academy editions,
1980.

V.Shane, Grahame, Contextualism,

A.D. Architecture Design, No. 11,
1976.

VI. Wessling, Christoph, THE
BERLIN EXPERIENCE,
Reconstruction and urban

development of the inner city since
the Unification 1990, BTU Cottbus,
Germany, 2010.

278

L sl saa) il Al L g Al 3 5 el B e Ay )
Lad gad) Ol s Ada (3 jland) jaia’ o Al

2.4

I.Article, Nazi Architecture, From
Wikipedia, the free encyclopedia.

II.Crowe, Norman; Nature And Idea
Of A Man-Made World: An
Investigation Into The
Evolutionary Roots of Form And
Order In The Built Environment,
the MIT press, London, England,
1995.

III.Dripps, R.D.; The First House;
Myth, Paradigm, and the Task of
Architecture; the MIT press; 1996.



) Fusigl) s 2012 AW oud 18 11 A

The Impact of Materials’ Technology on Sustainability of

Buildings
Assist. Lect. ASEEL ABD- ALHALEEM Assist. Lect. HALA SHAMSI MOHAMMED
LATIF ALDIWANI
University of Baghdad University of Baghdad
College of Engineering College of Engineering
Departement of Architecture Engineering Departement of Architectural Engineering
mmrreemm(@yahoo.com hala aldywani@yahoo.com

Abstract:

The evolution in materials’ technology in the last decades resulted in interesting projects that
aimed at preserving the environment and energy and reduce pollution. They have been taken the
principles of environmental design as a basis for architectural thought, starting from the early stages of
the design process ending in choosing appropriate building materials to achieve sustainable buildings,
but these trying are limited in our local environment and there isn’t demanded seriousness. The
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research problem emerges in the ignorance of the environmental aspect (ecological system) when
selecting building materials during design process to achieve sustainable buildings. The aim of this
research is revealing the mechanisms of selecting building materials to improve the functional
performance and reduce the negative effects on the environment and preserve its resources and the
ecological systems as much as possible according to the following indicators: Embodied energy,
recycling, durability; to assist architects and specific engineers in making decisions that have a
significant impact in achieving sustainable buildings in the local environment and the possibility of
application in Iraq .

Research Keys: Materials’ Technology, Ecological system, Embodied energy, Recycling,
Durability.
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Abstract

The effect of considering the third dimension in mass concrete members on its cracking
behavior is investigated in this study. The investigation includes thermal and structural analyses of
mass concrete structures. From thermal analysis, the actual temperature distribution throughout the
mass concrete body was obtained due to the generation of heat as a result of cement hydration in
addition to the ambient circumstances. This was performed via solving the differential equations of
heat conduction and convection using the finite element method.

The finite element method was also implemented in the structural analysis adopting the
concept of initial strain problem. Drying shrinkage volume changes were calculated using the
procedure suggested by ACI Committee 209 and inverted to equivalent temperature differences to
be added algebraically to the temperature differences obtained from thermal analysis.

Willam-Warnke model with five strength parameters is used in modeling of concrete
material in which cracking and crushing behavior of concrete can be included. The ANSYS
program was employed in a modified manner to perform the above analyses.

A thick concrete slab of 1.5m in thickness and 10m in length was analyzed for different
widths 2, 4, 8, and 10m to produce different aspect ratios (B/L) of 0.2, 0.4, 0.8, and 1.0 respectively.
The results of the analyses show an increase in cracking tendency of mass concrete member as the
aspect ratio of the same member is increased due to the effect of transverse base restraint.
Accordingly, such effect cannot be ignored in the analysis of base restrained mass concrete
structures subjected to temperature and drying shrinkage volume changes.

Keywords: Mass concrete, temperature difference, drying volume change, base restraint, concrete cracking.
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Introduction

Mass concrete is an expression usually used for
any concrete structure with dimensions large
enough to cause structural problems during and
after the construction period. These problems are
mainly the occurrence of cracking due to
temperature variations and shrinkage volume
changes. Like any solid material, concrete is
affected by increase and decrease of temperature.
The effect appears as a thermal strain that occurs
within the concrete structure when it is prevented
or restricted from motion, i.e., restrained. The
second category of volume change is the drying
shrinkage, which is related to the drying and
shrinking of the cement gel.

ACl 207 Committee (ACI Committee
1995) suggested the following equations to be

Thermal Analysis

Based on Fourier’s Law for heat transfer,
the heat conduction equation can be expressed as
follows (Holman, 1981):

o°T o°T o°T  _ oT
Ky V% +ky ay2 +k, 2 +q=pcpE 2
where,

ky, Ky and k, = heat conductivity of the

material in X, y and z-direction

respectively,

T = the difference between absolute and
reference temperatures,

g = heat generation per unit volume,

Effect of Transverse Base Width Restraint On
The Cracking Behavior of Massive Concrete

209

ANSYS
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Used to calculate the degree of restraint for rigid
continuous base restraint.

Kg =[(L/H=2)/(L/H+1)]" forL/H>25

1
Kg =[(L/H-1)/(L/H +10]"" forL/H <25 .
Where

Kr = degree of restraint

L/H = length to height ratio, and

h = the height at which the degree of

restraint is calculated.

As can be noticed, ACI 207 Committee
neglects the effect of the restraint in the transverse
direction and hence, eq. (1) can be applied to the
concrete walls only. Therefore, it is the objective
of the present study to investigate the effect of
transverse base restraint, i.e., effects of 3"
dimension on the behavior of massive concrete
and therefore cracking tendency and cracking
prevention in such structures.

C, = specific heat, and

p = density.

On the other hand, heat may transfer by
convection according to the following Newton
formula (Holman, 1981):

gq= J.hcv(T _Too bA (3)
A
where,

h., = convection heat transfer coefficient
(film coefficient).
T, = bulk fluid temperature.
T = temperature.
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Both of the above equations may be
descritized using Raylieh-Ritz variation process to
derive an expression employing the finite
difference method to overcome the time-rate
nature of the problem, that is,

[K: Jasi )= 1F7

where,

(4)

[i- 1.1+ C

{F* }: {AF(t) }+ % {A5(t—At)}

Eqg. (4) is used in the finite element method to

predict the temperature distribution within the

mass concrete body invoking the described initial

and boundary temperatures as follows:

1. Initial temperature = concrete placement

temperature = 20°C.

2. Bulk ambient temperature T, which is specified
for Baghdad climate according to
Kammouna, 2001, from:

T.,= 29.815 — 15.291*c0s(0.893t (5)

Where, tis time in days.

Shrinkage Strain Calculation

Following the procedure recommended by
(AClI Committee 209, 1992) and taking the
ambient circumstances and concrete mixing and
placing conditions, the drying shrinkage strains
may be calculated as a function of time after
curing period for concrete which is assumed to be
seven days.

Quoting the concept of evaporable
moisture content that was adopted by Carlson,
1937, the distribution of drying shrinkage strains
may be assessed within the body of mass concrete
member. Table (1) shows such distribution in
which the values of drying shrinkage strains seem
very low. Such observation may be related to the
non-convenience of eq. (6) that was suggested by
ACI 209 Committee (ACI Committee, 1992) and
used to estimate shrinkage strain-time relation.

t
(gsh)t T35t

(&sh )y (6)

where,
(&n): = shrinkage strain at any time t (in
days), and
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(&h)y = ultimate shrinkage strain =
780*10°°,

As can be seen from eq. (6) 50% only of the
ultimate shrinkage strain occurs at 35 days after
curing. However, one can conclude from the trend
of the drying shrinkage strains as they are
decreased with the increase in the width of the
slab as the major cause of cracking in large mass
concrete members is the temperature variation

rather than shrinkage volume changes.

Adopted Costitutive Relationship For
Concrete

The concrete was modeled using Willam
and Wranke model (Willam and Wranke, 1974)
which predicts failure of brittle materials in
which the cracking and crushing modes should
be accounted for. The criterion for failure of
concrete due to a multiaxial stress state can be
expressed in the form:

L S>0 (7
fe
where,

F = a function of the principal stress state
(pr, Oyp, Gzp),

S = failure surface expressed in terms of
principal stresses and five input strength
parameters as follows:

f.' = ultimate uniaxial tensile strength in

MPa
f. ' = ultimate uniaxial
crushing strength in MPa,
fo, = ultimate biaxial compressive strength
in Mpa,
on = ambient hydrostatic stress state in

compressive

MPa,

f; = ambient hydrostatic stress state of
biaxial superimposed on hydrostatic
stress state in Mpa, and

f, = ambient hydrostatic stress state of

uniaxial superimposed on hydrostatic

stress state in Mpa.
For simplicity, Willam and Warnke, 1974,
suggested the following equations to calculate
three of strength parameters in terms of f, in case

of |0'h| <+/3f! . Thus, the failure surface S can be

specified with a minimum two constants, f," and
fc’-



Dr. Adnan Falih. Ali
Dr. Omar Al-Farouq Al-Damluji
Dr. Ala’a Hussein. A. Al-Zuhairi

be = 12 f(;
f, =1.45f, (8)
f,=1.725f,

Failure of concrete is categorized into four
domains. In each domain, independent

Effect of Transverse Base Width Restraint On
The Cracking Behavior of Massive Concrete

functions were specified to describe the function F
and the failure surface S. The failure surface S can
be seen in Fig. (1).

Compression-Compression-Compression

Domain(0 < 6; <6, <063)
In this case, F takes the form:

1
1 2 2 2
F=F =—|o,-0,) +tloy—03) +lo3—0,) |2 9)
1= elor-0oP (o -0nf +oa-an P
and the failure surface S is defined as:
1
s_g. _ 20 (r22 —r? )cosn +1,(2r, -1, )[4(r22 —r? )0052 n+5r7 —4r1r2F 10)
. 4(r22 —r? )cos2 n+(r, —2r, )
The undetermined coefficients ag, a;, a,, by, b,
where, and b, are discussed below.
When n = 0° S; in eq. (10) is equal to r,
cosy = 201 -0, — 03 while if n = 60° S; is equal to r,. Therefore, the

1
\/E[(O-l —0'2)2 +(<72 —0'3)2 +(O'3 —Gl)ZF
in which n = angle of similarity, and
ro=ay+a,&+a,?
r, =by +b,& +b,&?

(o)

function r; represents the failure surface of all
stress states with n = 0°.

The function ry is determined by adjusting
ao, a;, and a, such that f, , fy, and f; all lie on the
failure surface. Mathematically:

=2
fC
F ,
f—l,(01=ft 102=03=0) )
FC 1 gt 5( ao
f—l,(01 =0,0, =03 =—fg) =11 &y &b fa (11)
e 1& & |la
—1(0 =—0f,0,=03=—0f — f )
o1 h 102 3 h— T
C
In which: The function r; is calculated by adjusting
B f_t' B i de - _U_r? B 21, bo, by, and b, to satisfy the conditions:
ft—Bf, v%gcb_sf, ,an 51— fr 3f"
C C C C

The proper values for the coefficient a, a;, and a;
can be determined through the solution
of the simultaneous equations given in eq. (11).
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F —
(o) =0, =0,05=—1]) 1 1
fc 1 -= =
= 3 9
C
0 1 & 0
Where,
is defined by: —_-h__2
&2 y: & i3t
and &, is the positive root of the equation:
2
rp(60) =20 + a1 + 2,5 (13)

in which ay, a;, and a, are evaluated by eq. (11).
Since the failure surface must remain

convex, the ratio ri/r, is restricted to the range

(0.5<r4/rp<1.25), although the upper bound is not

considered to restriction since (ri/r, < 1.0) for

most materials. Also, the coefficients ay, a, a,, b,

b,, and b, must satisfy the conditions:

a>0,21<0,a,<0

by >0,b,<0,b,<0

Therefore,

o1
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(12)

values. Consequently, it is recommended that
values of f; and f, are selected at a hydrostatic
stress level in the vicinity of or above the
expected maximum hydrostatic stress encountered
in the structure.

Eqg. (9) describes the condition that the
failure surface has an apex at & = &q. A profile of
r, and r as a function of & is shown in Fig. (2).The
lower curve represents all stress state such that n
= 0° while the upper curve represents stress state
such that m 60°. If the failure criterion is
satisfied, the material is assumed to crush.
Tension-Compression-Compression

Domain (61 20 > 6, > 63)

In this regime, F takes the form:

o

where cosn is already defined above, and

fy

2
Ppr=qy taxyt+ary

Py =Dy +b1)(+b2}(2

1 2, 2, 2
F=F =—l|lo,-03) +05 +03 (14)
- - 2 \/E [( 2 3) 2 3 ]>
the failure surface is closed and
predicts failure under high hydrostatic pressure and S is defined as:
(E< &;). This closure of the failure surface has not
been verified experimentally and it has been
suggested that Von Mises type cylinder is a more
valid failure surface for large compressive op-
1
20,(2 ~ p2 oo + p, (20, - p, JalpZ -~ p? Joos? 1 + 507 ~apyp, 2 (15)
4(p3 — p?Jeos? 7+ (p, —2p,
and the failure surface S is defined as:
ft, 0-3 -
S=S3=—|1+—F——|;i=12 a7
fe Sz(Ui ,0,03)

1
Z=§(02 +¢73)

The coefficients ag, aj, a;, by, b1, and b, are
defined by eq. (11) and eq. (12).

If the failure criterion is satisfied,
cracking occurs in the plane perpendicular to the
principal stress o;.

Tension- Tension -Compression Domain (c; >
O >0> Gﬁl
Here the function F takes the form:

F=Fy=0; ;i=12 (16)

1205

If the failure criterion for both i =1, 2 is
satisfied, cracking occur in the planes
perpendicular to principal stresses oi, o,. If the
failure criterion is satisfied only for i = 1, cracking
occurs only in the plane perpendicular to principal
stress o.
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Tension- Tension - Tension Domain (c; > 6, >0

203)

In this regime, F takes the form:

F=F =0, ;i=123 (18)
and S is defined as:
f
S=S,=— (19)
fC
If the failure criterion is satisfied in

directionsl, 2, and 3, cracking occurs in the planes
perpendicular to principal stresses o1, o,, and o3,
otherwise, cracking occurs in plane or plane

Perpendicular to the directions of
principal stresses where the failure criterion is
satisfied.

Implementation of the Finite Element Method

According to Fung, 1965, the effect of
temperature changes on an elastic body subjected
to external forces may be determined using one of
the followings:

1. Solution of the discretized form of the coupled
thermo-elastic equation in which the effect of both
temperature and displacement on each other may
be determined, i.e. the displacement due to unit
temperature change and vice versa. However, this
procedure is not usually used especially in
problems where the temperature changes are not
high enough like in mass concrete problem.

2. When the simplifying assumptions mentioned
in (1) above are introduced, the theory is referred
to as an uncoupled, quasi-static theory; it
degenerates into  heat  conduction and
thermoelasticity as two separate problems.
Experience shows that the change of temperature
of an elastic body due to adiabatic straining is, in
general, very small. If this interaction between
strain and temperature is ignored, then the only
effects of elasticity on the temperature distribution
are effects of change in dimensions of the body
under investigation. The change in dimension of a
body is of the order of product of the linear
dimension of the body L, the temperature rise AT,
and the coefficient of thermal expansion a.. If L =
1m and AT = 100 °C, a. = 10*10° per °C, the

1206
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change in dimension is 10°m, which is negligible
in problems of heat conduction.

The equivalent temperature changes to the
estimated drying shrinkage strains may be
calculated using the following simple relation:

€sh

ATpg =2 (20)
aC

where,
ATps = drying shrinkage equivalent

temperature change,

gsn = shrinkage strain, and

o = coefficient of thermal expansion of
concrete.

Then the equivalent temperature changes
to drying shrinkage may be added algebraically to
the temperature changes resulting from thermal
analysis. The effect of this sum of temperatures,
which appears as thermal stress and strain, may be

Detected using the second method described in (2)
above. This means that the problem is treated as
“an initial stress or strain” problem. The term
“initial stress™ signifies a stress present before
deformations are allowed. Effectively, it is a
residual stress to be superposed on stress caused
by deformation. The effect of temperature
changes can be placed as initial strain g,, or initial
stress and strain o, and g,. Both are viewed as
alternative ways to express the same thing (Cook,
1989).

In a linear elastic material, the stress-
strain relation is (Cook, 1989):
E=—+¢&, (21)
where,

g, = initial strain = o AT
or,
o=E(e-¢,) (22)

The strain energy U, is defined as (Cook, 1989):

Vo=

v

(23)

Substituting eg. (22) into eq. (23):

I'I'I

—6‘6‘
0
2

Vv
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(52 —28g, + gg )dv (24)

The third term in the parenthesis in eq. (24) can be
omitted since it is independent of nodal
displacements. Then its derivative is equal to zero.
Thus,

U, = j%(gz ~ 26, Jiv (25)

[(1-v) v v 0 0
1-v) v 0 0
v v (1-v) 0 0

c

E 1-2v

Dl- 0 0 0 0
o] (1+0)1-20) 2
0 0 0 0 1_22”

The potential of external

expressed as:

load may be

ey = _I_UJ{¢}
where,
Lul = the displacement field vector,

(28)

and

{¢} = the load vector.
Furthermore, the potential of body forces is given

by:

7, =U,+202
0

- L DY} Lo [Pl }-Lu i}~ Lu F)

P

The total potential within the element is:

Ty, = {11, dv (31)
17y, = [l IDYelov - lo Ioeo v
v v (32)

- [LuJigds - [LufF jov

Volume 18 November 2012
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Writing u, = %(52 —-2s¢, )dv = is the energy per

unit volume. Hence, for a state of multiaxial
stresses:

(26)

o =2 [Ole}-L2 [Pl

where

[D] = the constitutive relations matrix for
concrete and is defined for linear-elastic material
as follows (Cook, 1989):
0
0
0

0 @7)

1-2v
2

Oy =|u J{E}

(29)

Where, {If} = the body force vector, which is any
force distributed over the entire volume of the
body like the self-weight.

The total potential energy per unit volume can be
written in the form (Cook, 1989):

(30)

Since,
fu=[NJe! (33)
where,

[N] = shape function matrix, and

{e} = nodal displacement vector.
Also,
{e}=[Blie} (34)

1207



Dr. Adnan Falih. Ali
Dr. Omar Al-Farouq Al-Damluji
Dr. Ala’a Hussein. A. Al-Zuhairi

Effect of Transverse Base Width Restraint On
The Cracking Behavior of Massive Concrete

Hence,
where,
[B] = strain-nodal displacement matrix.
1 T T =
11y, =7 [leJBl [Dlejdv - [le [BID}eo jav— [l [NT {glds — [le INJF jov (35)
\ Vv S \
- Calculating drying shrinkage strains
which after simplification and introducing effects throughout the concrete body, and
of externally applied nodal forces becomes: - Conducting ~the nonlinear  structural
analysis by considering the effect of concrete
aging via updating concrete strength

17, =2LeIkJe}- e R} Le)fF)

(36)

where, {F} = externally applied nodal forces
vector.

Applying the minimization of the total potential
yields:

oIl , 0

W =

[KKej={F}+{R} (37)
where,

R} = [[B'[DJieo v+ [INT {Fjav+ [[NT {gds

Eq. (37) will be used in the analysis of the
mass concrete due to effects of temperature and
drying shrinkage volume changes.

Computer Implementation

Besides the “Graphical User Interface
(GUI)” that is commonly used in software
packages, ANSYS program proposes a
programming language similar to some extent to
the conventional FORTRAN language. The
proposed language is referred as APDL (ANSYS
Parametric Design Language).

A modified ANSYS program is adopted
in this study. This consists of a main program and
four subprograms. The main program contains the
principal steps of analysis and required calls for
subprograms. Each of these subprograms is
responsible of some limit tasks like:

- Performing the thermal analysis,
- Storing temperature values in a pre-
dimensioned array,

1208

parameters (f, , f. , E.) after deleting the
thermal finite element mesh and constructing
a new structural one.

Two Types of elements are used in this
program:

1. Thermal Solid 70: This element is an
eight-noded brick element with one degree of
freedom, temperature, at each node. The
element is applicable to a three-dimensional,
steady state or transient thermal analysis.

2. Structural Solid 65: This element is used
for the three-dimensional modeling of the
concrete with or without reinforcing bars. The
element is defined by eight nodes having three
degrees of freedom at each node: translations
in the global x, y, and z directions. It is
capable of considering cracking in tension and
crushing in compression.

Problem Description and Results

To investigate the effect of the transverse
base restraint on the cracking behavior of mass
concrete member having the dimensions shown in
Fi.(3) due to temperature variation and drying
shrinkage volume changes, a nonlinear finite
element analysis was applied to base restrained
thick plain concrete slab resting on the soil. Four
different aspect ratios (width/length) were
considered for the case of a slab with fixed bottom
cast at the first of January (winter concrete
placement) in Baghdad. The aspect ratios were
0.2, 0.4, 0.8, and 1.0 and obtained by fixing the
length of the slab to 10 meters and varying the
width as 2, 4, 8, and 10 meters. In all these cases,
the thickness of the slab was taken as 1.5 m. The
properties of the concrete tht adopted during
analysis were listed in Table(2).

Thermal and structural analyses were
conducted on the slab including all the
surrounding  circumstances and  boundaries
utilizing the finite element mesh shown in Fig.

3).
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The temperature distribution in the central
sections along the length and width directions at
some times after concrete placement are shown in
Figs. (4) to (15). The assessed final cracking
pattern of the concrete slabs with different aspect
ratios can be seen in Figs. (16) to (19).

Conclusions

The following conclusions can be drawn
from the results of analysis:
1. Value of peak temperature increases with
increasing aspect ratio (B/L) of the slab especialy
at age of 3days after concrete placement as shown
in Figs. (4), (7), (10) and (13). This may be related
to the increase in the magnitude of heat generated
upon concrete placement due to volume increase.
2. A small temperature drop at the 28" day of
concrete age is noticed as the ratio B/L is
increased (see Figs.((5), (8), (11) and (14). This is
attributed by the effect of the volume to surface
ratio (V/S), since the temperature increases with
increasing the aspect ratio (B/L).
3. The number of primary cracks (cracks that
extend over the entire thickness) increase with
increasing the width of slab, i.e., the aspect ratio
as shown in Figs(16), (17) and (18). This can be
interpreted as a result of the considerable increase
in restraint provided by the slab base and the
increase in the maximum temperature due to the
hydration process after concrete placement.
4. The full-depth cracks are concentrated at the
central portion of the slab where the maximum
drop in temperature occurs (Figs.(16) to (19).

From the above and since it was
concluded previously that the major cause of
cracking in the thick slabs is temperature drop, the
effect of the third dimension (width) cannot be
ignored when the response (stresses and cracking)
of this type of structures is required.
Unfortunately, most of the standards like ACI-
Committee neglect the effect of the third
dimension and assume a uniform temperature
distribution.
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Table (1) Drying shrinkage strains
Drying shrinkage strain (10°)
d/H | Slab width =2.0m | Slab width=4.0m | Slab width=8.0m | Slab width =10.0m

®) After ... days After ... days After ... days After ... days

8 [14]28 |90 (180 8 |14 |28 (90 |180| 8 |14 |28 | 90 (180( 8 | 14 | 28 | 90 |180
0 [05]32]75(18.0]|24.3]02|13]|30(7.1]|96|0.1(06|1.4|3.3|4.4|0.08[0.48/1.12|2.7 3.6
02 |02[13]31]75(10.3/0.1|05|1.2]3.0(4.1]0.04]|0.25(0.57| 1.4 | 1.9 (0.03| 0.2 [0.47|1.13| 1.5
0.4 {0.07| 0.4 |1.01| 2.4 | 3.2 |0.03(0.17| 0.4 |0.96] 1.3 {0.01]0.08/0.19(0.44{0.63]0.01|0.07[0.15|0.36|0.48
0.6 {0.02|/0.1]0.3[0.8]1.1]0.01(0.05(0.12| 0.3 |0.45( 0 |0.02|0.05(0.14{0.21| O |0.02({0.04|0.11|0.17
og|{ojo|lofojo]Jofofo]J]o|l]OfOo]O]J]O|lO|O]JO|O|O]O]O

101 0 (O 010 0 01]0 010 0 010 0 010 010 010 0
(*) d/H defines the ratio of the depth from top surface / the slab thickness H.

Table (2) Material Properties

. Values for
Property Unit Concrete Soil
Thermal Condqc_tivity, k kJ/m.day.°C 240 72
Speecific heat, c, kJ/kg.’C 1.0 0.92
Density, p Kg/m® 2400 1700
Modulus of elasticity, E MPa 23168(*) 1000
. Poisson's ratio, v - 0.15 0.40
Phy(sg:cal Compressive strength, f/ MPa 21(*%) -
Mechanical Tensi!e _strength, f/ _ MPa 1.55(%) -
Coefficient of thermal expansion, o I°C 12x10° | 0.3x10°
Cohesion, ¢ MPa 4.7(%) 0.1
Angle of internal friction, ¢ degrees 41.7(%) 20
(*) The values were assumed or caculated at the age of 28days
c)’l’
cracking {t cracking
£ ] : o

t

cracking

O, > 0 (cracking)
O,, = 0 (crushing)

G,, <0 (crushing)

Fig.(1): Failure surface in principal stress space with nearly biaxial stress state, after ANSYS Inc.
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Fig. (2): A profile of the failure surface, after ANSYS Inc.

Width=variable (2m,
4m, 8m orl0m)

Length=10m
(Constant)

Depth=1.5m
(Constant)

Fig. (3): Problem Geometry.
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Notes:
- W, = concrete element width (variable) = 0.25, 0.5, 1.0, or 1.5 m.
- Dimensions are not to scale.

Fig. (3): Finite element mesh for a thick concrete slab problem
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Along length direction Along width direction
Note: Temperatures are in °C

Fig. (4): Temperature distribution in a slab with B/L=0.2 (3 days after placement)
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-1 0 1 -10 -05 00 05 10

Along length direction Along width direction

Note: Temperatures are in °C
Fig. (5): Temperature distribution in a slab with B/L=0.2 (28 days after placement)

-1 0 1 5 1.0 -05 00 05 1.0

Along width direction
Note: Temperatures are in °C

Fig. (6): Temperature distribution in a slab with B/L.=0.2 (180 days after placement)

Along length direction

1 0 1 0 5 1
Along length direction Along width dierction

Note: Temperatures are in °C
Fig. (7): Temperature distribution in a slab with B/L=0.4 (3 days after placement)

28
26
24
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18
16

-1 0 1 -1 0 1

Along width direction

Along length direction
Note: Temperatures are in °C
Fig. (8): Temperature distribution in a slab with B/L=0.4 (28 days after placement)
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Note: Temperatures are in °C
Fig. (9): Temperature distribution in a slab with B/L=0.4 (180 days after placement)
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Fig. (10): Temperature distribution in a slab with B/L=0.8 (3 days after placement)
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Fig. (11): Temperature distribution in a slab with B/L=0.8 (28 days after placement)
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Note: Temperatures are in °C
Fig. (12): Temperature distribution in a slab with B/L=0.8 (180 days after placement)
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Fig. (13): Temperature distribution in a slab with B/L=1.0 (3 days after placement)
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Fig. (14): Temperature distribution in a slab with B/L=1.0 (28 days after placement)
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Fig. (15): Temperature distribution in a slab with B/L=1.0 (180 days after placement)
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Side view of the central section along length direction

Top view

Fig. (16): Final cracking pattern for slab cast in winter with B/L=0.2

Side view of the central section along length direction

Top view

Fig. (17): Final cracking pattern for slab cast in winter with B/L=0.4
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Side view of the central section along length direction

Top view

Fig. (18): Final cracking pattern for slab cast in winter with B/L=0.8
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Side view of the central section along length direction

Top view
Fig. (19): Final cracking pattern for slab cast in winter with B/L=1.0
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Abstract

This study aims to derive a general relation between line loads that acting on two-way slab system and
the equivalent uniformly distributed loads. This relation will be so useful to structural designer that are used
to working with a uniformly distributed load and enable them to use the traditional methods for analysis of
two-way systems (e.g. Direct Design Method).

Two types of slab systems, Slab System with Beams and Flat Slab Systems, have been considered in
this study to include the effect of aspect ratio and type of slab on the proposed relation. Five aspect ratios,
1,/1, 0£ 0.5, 0.75, 1.0, 1.5 and 2.0, have been considered for both types of two-way systems.

All necessary finite element analyses have been executed with SAFE Software. Data
obtained from the F. E. analyses have been used in a statistical analysis using Statistic Software
to derive the relation based on a Linear Regression Analysis.

Keywords: Line Loads, Equivalent Uniformly Distributed Loads, Two-way Slabs, Flat
Slabs, SAFE, Finite Element Analysis, Statistical Analysis, Linear Regression Analysis.
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INTRODUCTION o wC

L
Line loads, as may be applied by walls, are a
special case of loads acting on small areas. It Where:

has apparently been customary to take the
weight of interior walls into account by
adding an addition uniformly distributed
loads of 1.44 kN/m’ to the dead load of the
slab. .

Woodring ? studied the effects of an
arbitrary length placed concrete block wall
weighing 4.43 kN/m (304 Ib/ft) and
extending to an arbitrary length. The wall
was considered to have =zero stiffness and
hence to apply a uniform line load to the slab
regardless of the slab deflection. Considering
a single wall, the 1.44 kN/m> (30 psf)
allowance was more adequate than for any
length and placement of the wall as far as the
negative moments in beamless slabs were
concerned. However, if the wall was placed
at midspan and especially if it extends across
several panels, the 144 kN/m® (30 psf)
allowance  was inadequate for  positive
moments. When the wall extended across the
full width of one panel, the required
allowance to properly compensate for the
effects on midspan moments acting in the
direction perpendicular to the wall varied
from 3.2 kN/m®> when 1, = 6.Imto 2.1 kN/m?
when 1; = 9.15m. If the wall extended across
more than one panel, the required equivalent
loads would be slightly larger. Thus, it may
be desirable, if inconvenient; to design the
positive—moment sections with one
equivalent load and the negative-moment
sections for another lower equivalent load.
Then the equivalent uniformly distributed
load can be computed by using the following
equation *:

is the equivalent uniformly distributed

load per unit width.

: is the weight of wall per unit length.

: Span of square panel.
C: concentration coefficient, where a positive
number indicates moments with the same
sign as are caused by distributed loads.

According to Syrian Code®™, the line

loads light in weight can be replaced by an
equivalent uniformly distributed load when
the line loads on slab systems equal to or less
than 1.5 kN/m® on the area under wall and as
shown in Fig. 1.

16
14 4

12 4

The Line

Load (kN/m2)

on Area 08
Loads 06

04 -+

02 1

0 05 1 15 2

The Equivalent Loads (N/m2)

Fig. 1
Equivalent Uniform Loads to Line Loads
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Also when the live load applied on
slab systems is greater than a 6 kN/m’ the
effect of the line loads can be neglected ©.

According to Egyptian Code, when the
design live loads is greater than or equal to
5.0 kN/m” and the line loads equal to or less
than 1.0 kN/m? line load effects can be
neglected .

According to the International
Building Code, in the office and other
buildings  where partition locations are
subjected to change, provision for partition
weight shall be made, whether or not
partitions are shown on the construction
documents, unless the specified live load
exceeds 3.83 kN/m> (80 psf). Such the
partition load shall not be less than a
uniformly distributed live load of 0.96 kN/m’
(20 psf) (according to IBC 2003)® or 0.74
kN/m” (15 psf) (according to IBC 2006) ©.

EQUIVALENT UNIFORM LOAD:

As discussed in the previous section, most
of current methods for estimating the equivalent
uniformly distributed load recommend a constant
value of the equivalent uniformly distributed load
that does not depend neither on the intensity of
the original line load nor on system parameters
(existence of beams, stiffness of beams, and panel
aspect ratio). The main goal of this study is to
develop a more rigorous relation that includes
these effects into account. This has been started
with finite element analyses of the two-way
systems under a unit line loads and unit uniformly
distributed loads. These finite element results had
been used in a linear regression analysis to obtain
the required general relation.

FINITE ELEMENT ANALYSES:

Finite element analyses (executed by
SAFE Software) for systems with following
properties:

1. A Concrete slab of 0.2 m thick.
2. Concrete beams (for slab with beams) with
dimensions of 0.4 m by 0.6 m and a relative

[T

flexural stiffnesses
( a ).

3. All concrete columns have dimensions of 0.4

greater than two

m by 0.4 m.

Volume 18 November 2012
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4. A line load of (

distribution load (1 kN/m?).
5. A square finite element mesh with
dimensions of 20 cm by 20 cm.

Five different aspect ratios have
been considered in each case study, namely
0.5, 0.75, 1.0, 1.5, and 2.0. Then the lengths
will be I, is 4, 3, 5, 6, and 8 and 1, is &, 4, 5,
4, and 4.

For each aspect ratio, the system has
been subjected to the following two load
cases:

First Load Case: This load case
intends to simulate the floor systems that
subjected to quasi symmetrical line loads.
Then in this load case all center lines in the
direction under consideration have been
subjected to line loads and as shown in Fig. 2
for slab with beams and in Fig. 3 for flat slab
systems.

1) and uniform

Fig. 2:
Slab with beams subjected to unit line load
(kN/m).
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Fig. 3:
Flat slab subjected to unit line load (kN/m).

In the second Load Case the re-analysis of
these systems under a uniformly distributed load
with unit load value as shown in Fig. 4 for slab
with beams and Fig. 5 for flat slab systems to
obtain the data in Table 1 for slab with beams and
then, to obtain Table 2 for flat plat slabs.

‘\.OOI
1.00
1.00

1.00
1.00]
1.00.
1.00
1.00
1.00

1.00
1.00

1.00]
1.00
1.00]

Fig. 4:

Replacement of Line Loads acting on slabs
To equivalent uniformly Distributed Loads

Slab with beams subjected to unit uniformly
Distribution load (kKN/m?).

1.00
1.00
1.00

1.00]
1.00
1‘00.
1.00
1.00

1.00
1.00

1.00]
1.00
1.00
1.00

Fig. 5:
Flat slab subjected to unit uniformly
Distribution load (kN/m?).

In these Tables, the ratio Wyp/Wiine
Load has been computed as follows:

1. Based on linearity of structure:

Mpustorinetoad = M pynizLinsLoad X Wiine

Mpugroupr = Mpugsounicunr X Wypp

2. Based on definition of the
uniformly distributed load:

equivalent

*M.Dua te UDL — ‘HD:.'E toLing Load
“ Mynieupr % Wypr = M ynis Line Load X Wiine

WL’B L

. - MﬂurtaUr.:rL:ne Load
T’Ai"?lf.;msr

‘H.D'.JB to Unit UDL
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Table 1: Comparison of Moment due to Unit Line Load and Corresponding Unit Uniformly Distributed
Load (UDL) for Two-way Slabs with Beams (see Fig. 2 and Fig. 4):

Moment.s Due to a Unit Moments Due to Unit UDL Average
Line Load )
(EN = mjm) RS
Aspect - wUDLferine
Ratio ¢ v
Mbeam M cs M ms Mbeam M cs M ms
M pine /Myt
-Mv 4.24 0.511 0.418 16.19 2.229 2.365 0.248700924
0.5 4.342
+Mv 1.683 0.181 0.159 6.595 0.527 0.905 0.252024418
-Mv 0.877 0.1194 | 0.0814 | 2.3515 0.418 0.465 0.333219972
0.75 5.787
+Mv 0.4579 | 0.0484 | 0.0345 1.2341 0.0954 | 0.2793 0.336151169
-Mv 1.451 0.250 0.133 5.676 1.513 1.932 0.201074444
1.0 3.742
+Myv 0.664 0.100 0.043 2.473 0.338 1.108 0.205919878
-Mv 0.849 0.1384 | 0.0852 3.1297 0.8926 | 2.3783 0.16757804
1.5 2.893
+Mv 0.4625 0.0597 | 0.0232 1.487 0.1276 1.606 0.169347327
-Mv 0.845 0.138 0.083 3.405 1.083 3.902 0.127056019
2.0 2.170
+Myv 0.469 0.061 0.022 1.672 0.043 2.710 0.124745763
Where:

M,: Moment in column strip

Ms: Moment in middle strip
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Table 2: Comparison of Moment due to Unit Line Load and Corresponding Unit Uniformly Distributed
Load (UDL) for Flat Plate Slab (see Fig. 3 and Fig 5):

Moments Due to a Unit Line Moments Due to Unit UDL Average
(kN = m/m) (kN > m/m)
Aspect - WUDLKWMM
Ratio v
M cs M ms M cs M ms
Myine /MypL
-My 2.9947 1.7753 12.541 6.986 0.244277155
05
+Mv 1.1853 1.0940 4.743 4.703 0.2412979040
-Myv 0.7746 0.2627 2.3608 09114 0.3170038510
0.75
+Myv 0.3022 0.2068 0.8314 0.7435 0.323195123
-Myv 1.380 0.430 7.00 2.027 0.2005095820
1.0
+Mv 0.553 0.257 2.338 1.716 .199802664
-Mv 0.839 0.2791 5.3146 1.2997 0.169042831
1.5
+Mv 0.347 0.1514 1.3850 1.5686 0.168743229
-Mv 0.840 0.278 7.432 1.446 0.125929263
2.0
+Mv 0.352 0.149 1.392 2.446 0.130536738
Where:

+Mv: The positive moment

-Mv: The negative moment
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REGRESSION ANALYSIS

Multiple regressions analysis have been
executed to derive required relationship based on
finite element results that summarized in Table 1
and Table 2. This has been executed by

Weg.l
STATISTICA Software. Using ——=3 g

Tar ,
FActual L

dependent variable and and as independent

variables, linear regression relation will take the
following form:

WezqunL

I
- =ay+ aa +a,— (2)
"H"..-\f:u_-ll Line Load ]:l
where:
o is the relative ratio of the stiffness of beam
to slab, is the aspect ratio.

Wub/Weine 1s  the ratio of equivalent
uniformly distributed load to actual line load.
, ,and  are regression coefficients.

Based on finite element results and
statistical model that proposed in Eq. (2), one can
conclude that the general relation between actual
line load and the equivalent uniformly distributed
will be:

W,

Eq.UDL

11":-1::;“1.' Ling Load
1.
=0.32193 +0.004732 - 0.10175 =  (3)

It is useful to note that this relation has a
multiple correlation coefficients (R) equal to
0.8327334. This gives an indication that there is
an actual linear proportionality between the
dependent and independent variables. To assess
the effect of each one of independent variables,
correlation coefficient (r) has been computed as
shown in Fig. 6 and Fig. 7 (each Fig. for both
types of Slab Systems) below:
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Fig. 6
Relationship Between (Wypr/Wyin) and
a.(Relative stiffness of beam to slab)
Wouoe / Wine = 0.336 - 0.1063 * Aspect Ratio

WUDL / Wllne
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0.16 |
0.\4:

012

ool I ST LS B T N S
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Fig. 7

Relationship Between (Wypr/Wyi. ) and

Aspect Ratio

CONCLUSIONS

Based on finite element analyses and
regression analyses that have been executed in
this study, one can conclude that an accurate
estimation of the uniformly distributed load that
equivalent to a known line load should include
parameters related to system type and beams
relative stiffness (in there is any beam in the
system) in addition to the value of the line load.
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Replacement of Line Loads acting on slabs
To equivalent uniformly Distributed Loads

NOTATION:

L Span under consideration (m)

I Lateral span length (m)

w Weight of wall per unit length (kN/m).
Wt Equivalent uniformly distributed load
(kN/m?)
, ,and Coefficients of regression

C Concentration coefficient

L Span of square panel (m).

R Correlation coefficients
Weiine The actual line loads (kN/m)

Wupe  Equivalent uniformly distributed load
(kN/m?) for the actual line loads

o Relative ratio of the stiffness of beam
to slab

M,  Moment in column strip

Mis Moment in middle strip
MY e positive moment
The negative moment
-Mv
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Abstract

This study aims to derive a general relation between line loads that acting on two-way slab system and
the equivalent uniformly distributed loads. This relation will be so useful to structural designer that are used
to working with a uniformly distributed load and enable them to use the traditional methods for analysis of
two-way systems (e.g. Direct Design Method).

Two types of slab systems, Slab System with Beams and Flat Slab Systems, have been considered in
this study to include the effect of aspect ratio and type of slab on the proposed relation. Five aspect ratios,
1,/1, 0£ 0.5, 0.75, 1.0, 1.5 and 2.0, have been considered for both types of two-way systems.

All necessary finite element analyses have been executed with SAFE Software. Data
obtained from the F. E. analyses have been used in a statistical analysis using Statistic Software
to derive the relation based on a Linear Regression Analysis.

Keywords: Line Loads, Equivalent Uniformly Distributed Loads, Two-way Slabs, Flat
Slabs, SAFE, Finite Element Analysis, Statistical Analysis, Linear Regression Analysis.
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Replacement of Line Loads acting on slabs
To equivalent uniformly Distributed Loads
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INTRODUCTION o wC

L
Line loads, as may be applied by walls, are a
special case of loads acting on small areas. It Where:

has apparently been customary to take the
weight of interior walls into account by
adding an addition uniformly distributed
loads of 1.44 kN/m’ to the dead load of the
slab. .

Woodring ? studied the effects of an
arbitrary length placed concrete block wall
weighing 4.43 kN/m (304 Ib/ft) and
extending to an arbitrary length. The wall
was considered to have =zero stiffness and
hence to apply a uniform line load to the slab
regardless of the slab deflection. Considering
a single wall, the 1.44 kN/m> (30 psf)
allowance was more adequate than for any
length and placement of the wall as far as the
negative moments in beamless slabs were
concerned. However, if the wall was placed
at midspan and especially if it extends across
several panels, the 144 kN/m® (30 psf)
allowance  was inadequate for  positive
moments. When the wall extended across the
full width of one panel, the required
allowance to properly compensate for the
effects on midspan moments acting in the
direction perpendicular to the wall varied
from 3.2 kN/m®> when 1, = 6.Imto 2.1 kN/m?
when 1; = 9.15m. If the wall extended across
more than one panel, the required equivalent
loads would be slightly larger. Thus, it may
be desirable, if inconvenient; to design the
positive—moment sections with one
equivalent load and the negative-moment
sections for another lower equivalent load.
Then the equivalent uniformly distributed
load can be computed by using the following
equation *:

is the equivalent uniformly distributed

load per unit width.

: is the weight of wall per unit length.

: Span of square panel.
C: concentration coefficient, where a positive
number indicates moments with the same
sign as are caused by distributed loads.

According to Syrian Code®™, the line

loads light in weight can be replaced by an
equivalent uniformly distributed load when
the line loads on slab systems equal to or less
than 1.5 kN/m® on the area under wall and as
shown in Fig. 1.

16
14 4

12 4

The Line

Load (kN/m2)

on Area 08
Loads 06

04 -+

02 1

0 05 1 15 2

The Equivalent Loads (N/m2)

Fig. 1
Equivalent Uniform Loads to Line Loads
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Also when the live load applied on
slab systems is greater than a 6 kN/m’ the
effect of the line loads can be neglected ©.

According to Egyptian Code, when the
design live loads is greater than or equal to
5.0 kN/m” and the line loads equal to or less
than 1.0 kN/m? line load effects can be
neglected .

According to the International
Building Code, in the office and other
buildings  where partition locations are
subjected to change, provision for partition
weight shall be made, whether or not
partitions are shown on the construction
documents, unless the specified live load
exceeds 3.83 kN/m> (80 psf). Such the
partition load shall not be less than a
uniformly distributed live load of 0.96 kN/m’
(20 psf) (according to IBC 2003)® or 0.74
kN/m” (15 psf) (according to IBC 2006) ©.

EQUIVALENT UNIFORM LOAD:

As discussed in the previous section, most
of current methods for estimating the equivalent
uniformly distributed load recommend a constant
value of the equivalent uniformly distributed load
that does not depend neither on the intensity of
the original line load nor on system parameters
(existence of beams, stiffness of beams, and panel
aspect ratio). The main goal of this study is to
develop a more rigorous relation that includes
these effects into account. This has been started
with finite element analyses of the two-way
systems under a unit line loads and unit uniformly
distributed loads. These finite element results had
been used in a linear regression analysis to obtain
the required general relation.

FINITE ELEMENT ANALYSES:

Finite element analyses (executed by
SAFE Software) for systems with following
properties:

1. A Concrete slab of 0.2 m thick.
2. Concrete beams (for slab with beams) with
dimensions of 0.4 m by 0.6 m and a relative

[T

flexural stiffnesses
( a ).

3. All concrete columns have dimensions of 0.4

greater than two

m by 0.4 m.

Volume 18 November 2012
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4. A line load of (

distribution load (1 kN/m?).
5. A square finite element mesh with
dimensions of 20 cm by 20 cm.

Five different aspect ratios have
been considered in each case study, namely
0.5, 0.75, 1.0, 1.5, and 2.0. Then the lengths
will be I, is 4, 3, 5, 6, and 8 and 1, is &, 4, 5,
4, and 4.

For each aspect ratio, the system has
been subjected to the following two load
cases:

First Load Case: This load case
intends to simulate the floor systems that
subjected to quasi symmetrical line loads.
Then in this load case all center lines in the
direction under consideration have been
subjected to line loads and as shown in Fig. 2
for slab with beams and in Fig. 3 for flat slab
systems.

1) and uniform

Fig. 2:
Slab with beams subjected to unit line load
(kN/m).
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Slab with beams subjected to unit uniformly
Distribution load (kKN/m?).

1.00
1.00
1.00

1.00]

1.00
1‘00.
1.00
1.00
1.00
1.00
1.00
1.00
1.00
1.00
Fig. 3:
Flat slab subjected to unit line load (kN/m). Fig. 5:
Flat slab subjected to unit uniformly
In the second Load Case the re-analysis of Distribution load (kN/mZ),

these systems under a uniformly distributed load

with unit load value as shown in Fig. 4 for slab

with beams and Fig. 5 for flat slab systems to

obtain the data in Table 1 for slab with beams and In these Tables, the ratio Wupl/Wiine

then, to obtain Table 2 for flat plat slabs. Load has been computed as follows:

1. Based on linearity of structure:

T-OOI Mpustorinetoad = M pynizLinsLoad X Wiine
1.00

Mpugroupr = Mpugsounicunr X Wypp

1.00

1.00

‘\.00.
1.00
1.00 L. .
100 2. Based on definition of the equivalent
1.00 uniformly distributed load:
1.00
e “ Mpustounr = MpustoLine Load
1.00
Ton S Mynievor X Wypr = M ynie Line 1oca X Wiine
1.00
. U ue te Unit Line Le
Wyor _ Mp Unit Line Lead
. . ing HDue te Unit
Fig. 4 Wy Mp Unit UDL
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Table 1: Comparison of Moment due to Unit Line Load and Corresponding Unit Uniformly Distributed
Load (UDL) for Two-way Slabs with Beams (see Fig. 2 and Fig. 4):

Moment.s Due to a Unit Moments Due to Unit UDL Average
Line Load )
(EN = mjm) RS
Aspect - wUDLferine
Ratio ¢ v
Mbeam M cs M ms Mbeam M cs M ms
M pine /Myt
-Mv 4.24 0.511 0.418 16.19 2.229 2.365 0.248700924
0.5 4.342
+Mv 1.683 0.181 0.159 6.595 0.527 0.905 0.252024418
-Mv 0.877 0.1194 | 0.0814 | 2.3515 0.418 0.465 0.333219972
0.75 5.787
+Mv 0.4579 | 0.0484 | 0.0345 1.2341 0.0954 | 0.2793 0.336151169
-Mv 1.451 0.250 0.133 5.676 1.513 1.932 0.201074444
1.0 3.742
+Myv 0.664 0.100 0.043 2.473 0.338 1.108 0.205919878
-Mv 0.849 0.1384 | 0.0852 3.1297 0.8926 | 2.3783 0.16757804
1.5 2.893
+Mv 0.4625 0.0597 | 0.0232 1.487 0.1276 1.606 0.169347327
-Mv 0.845 0.138 0.083 3.405 1.083 3.902 0.127056019
2.0 2.170
+Myv 0.469 0.061 0.022 1.672 0.043 2.710 0.124745763
Where:

M,: Moment in column strip

Ms: Moment in middle strip
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Table 2: Comparison of Moment due to Unit Line Load and Corresponding Unit Uniformly Distributed
Load (UDL) for Flat Plate Slab (see Fig. 3 and Fig 5):

Moments Due to a Unit Line Moments Due to Unit UDL Average
Load _
(kN = m/m) (kN > m/m)
Aspect - WUDLKWMM
Ratio v
M cs M ms M cs M ms
Myine /MypL
-My 2.9947 1.7753 12.541 6.986 0.244277155
05
+Mv 1.1853 1.0940 4.743 4.703 0.2412979040
-Myv 0.7746 0.2627 2.3608 09114 0.3170038510
0.75
+Myv 0.3022 0.2068 0.8314 0.7435 0.323195123
-Myv 1.380 0.430 7.00 2.027 0.2005095820
1.0
+Mv 0.553 0.257 2.338 1.716 .199802664
-Myv 0.839 0.2791 5.3146 1.2997 0.169042831
1.5
+Mv 0.347 0.1514 1.3850 1.5686 0.168743229
-Mv 0.840 0.278 7.432 1.446 0.125929263
2.0
+Mv 0.352 0.149 1.392 2.446 0.130536738
Where:

+Mv: The positive moment

-Mv: The negative moment
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REGRESSION ANALYSIS

Multiple regressions analysis have been
executed to derive required relationship based on
finite element results that summarized in Table 1
and Table 2. This has been executed by

Weg.l
STATISTICA Software. Using ——=3 g

Tar ,
FActual L

dependent variable and and as independent

variables, linear regression relation will take the
following form:

WezqunL

I
- =ay+ aa +a,— (2)
"H"..-\f:u_-ll Line Load ]:l
where:
o is the relative ratio of the stiffness of beam
to slab, is the aspect ratio.

Wub/Weine 1s  the ratio of equivalent
uniformly distributed load to actual line load.
, ,and  are regression coefficients.

Based on finite element results and
statistical model that proposed in Eq. (2), one can
conclude that the general relation between actual
line load and the equivalent uniformly distributed
will be:

W,

Eq.UDL

11":-1::;“1.' Ling Load
1.
=0.32193 +0.004732 - 0.10175 =  (3)

It is useful to note that this relation has a
multiple correlation coefficients (R) equal to
0.8327334. This gives an indication that there is
an actual linear proportionality between the
dependent and independent variables. To assess
the effect of each one of independent variables,
correlation coefficient (r) has been computed as
shown in Fig. 6 and Fig. 7 (each Fig. for both
types of Slab Systems) below:
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Wia f Wi =0.1925+0.0114 " a
038

034.-
03'.“-
030‘-
‘J:ﬂ:
0.:5:
024

"J:'.'I-

WUDL / Wllne

OEDI-
O‘ﬂ:
0\6‘-
Old.v
0\2;

-1 0 1 2 3 4 5 & T

a (alpha)

Fig. 6
Relationship Between (Wypr/Wyin) and
a.(Relative stiffness of beam to slab)
Wouoe / Wine = 0.336 - 0.1063 * Aspect Ratio

WUDL / Wllne

G.EOi
o|a5
0.16 |
0.\4:

012

ool I ST LS B T N S

04 06 [+R:] 10 12 1.4 16 18 20 22
Aspect Ratio

Fig. 7

Relationship Between (Wypr/Wyi. ) and

Aspect Ratio

CONCLUSIONS

Based on finite element analyses and
regression analyses that have been executed in
this study, one can conclude that an accurate
estimation of the uniformly distributed load that
equivalent to a known line load should include
parameters related to system type and beams
relative stiffness (in there is any beam in the
system) in addition to the value of the line load.
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Replacement of Line Loads acting on slabs
To equivalent uniformly Distributed Loads

NOTATION:

L Span under consideration (m)

I Lateral span length (m)

w Weight of wall per unit length (kN/m).
Wt Equivalent uniformly distributed load
(kN/m?)
, ,and Coefficients of regression

C Concentration coefficient

L Span of square panel (m).

R Correlation coefficients
Weiine The actual line loads (kN/m)

Wupe  Equivalent uniformly distributed load
(kN/m?) for the actual line loads

o Relative ratio of the stiffness of beam
to slab

M,  Moment in column strip

Mis Moment in middle strip
MY e positive moment
The negative moment
-Mv
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Abstract

Stripping is one of the major distresses within asphalt concrete pavements caused due to penetration
of water within the interface of asphalt-aggregate matrix. In this work, one grade of asphalt cement (40-50)
was mixed with variable percentages of three types of additives (fly ash, fumed silica, and phosphogypsum)
to obtained an modified asphalt cement to resist the effect of stripping phenomena .The specimens have
been tested for physical properties according to AASHTO. The surface free energy has been measured by
using two methods namely, the wilhelmy technique and the Sessile drop method according to NCHRP-104
procedures.

Samples of asphalt concrete using different asphalt cement and modified asphalt cement
percentages(4.1,4.6 and 5.6) were prepared and tested for stripping phenomena by using Marshall Immersion
method (The index of retained stability test(L.R.S) >75 %.

When using Sessile drop method the value of surface free energy of asphalt cement grade (40-50)
was about 8.8 ergs/cm’, while when using Wilhelmy technique the value of surface free energy of asphalt
cement was 30.71 ergs/cm’.

Finally, a mathematical relationship was obtained by using (SPSS) Software between the stripping
asphalt concrete using conditioned and unconditioned specimens data (I.R.S) %, the contact angle, the total
surface free energy for asphalt cement and modified asphalt cement with fume silica.

Keywords: Stripping, surface free energy, modified asphalt, fume silica

8adl dpadand) 48Ul Jase aladiody lewd) CliudU 8L Gailad ands

s ) el Jadas Gy L3 5 30a ) Al Al Gt 1 A Sl JSLED aa) g8 GlS ) e clanl) s
CliLaall (e ) 5) A (g 5 paiia o i (40-50) (siiand) Claul) (e dal 5 & 53 7 e ol Cand) 13 8 G181 5 culinY)

o ad s Cpenal) 5 tiand) il A 50aY) AASHTO 4ial sal Lol 43 3l pailiadll 73l (asd &
(NCHRP-104) déwal 5a 2 sa3 (Wilhelmy Method and Sessilt Drop)sit sb alaaiuly 3 jall Ladaud) 43l

soalh Ll 4.1,4.6,5.6 ol el calin) 5 a1 lin) o153 3l u) Al Al g ilal (asd o

O s od il gl 5 e, (LR.S.%) &l i) oldy 3830 SaY Marshall Immersion 4k alaaiuly )

el Laiy 8.8 ergs/cm” <uilS cus Sessile Dropads s « swaall (40-50) (sitand) clanB oadand) aill 43l

5all Loy 5 Al ;) cBle alayl 235.30.71 erg/em’ )i 4 swaall adaud) aill &la Wilhelmy Method &,k

25l Cpenal) Cla S adand) 08l 4 ae (contact angle) s (Conditioned and unconditioned)z sleill i)
T

- -

L 6 a0 ¢ Cpunall i) ¢ o pall apadadd) asUall ¢ El A ) cilalst)

1282



Prof. Saad 1. Sarsam
Esraa T. Al — Azawee

Introduction

General

Moisture damage in asphalt concrete
pavements is considered as primary cause of
distresses in the asphalt pavement layers. The
exposure of asphalt pavement to water is often
one of the major factors affecting the durability of
HMA. The water induced damage in HMA layers
may be associated with two mechanisms: loss of
adhesion and/loss of cohesion. In the first
mechanism, the water gets trapped between the
asphalt and aggregate and strips the asphalt film
away, leaving aggregate without asphalt film
coverage. This happens because the aggregates
have a greater affinity for water than asphalt
binder. The second mechanism includes the
interaction of water with the asphalt cement that
reduces the cohesion within the asphalt cement.
This will lead to a severe reduction in the asphalt
mixture strength. (Wasiuddin, (2007)).

Mineral anti-stripping additives and liquid
anti-stripping agents are commonly used to
modify hot mix asphalt HMA components,
asphalt binder and aggregate, to increase the
resistance of HMA mixtures to moisture damage.
Surface free energy, of a material is the amount of
work required to create unit area of the material in
vacuum. The total surface energy of a material is
divided into three components, namely,: the
Lifshitz—van der Waals component, the acid
component, and the base component. Such
components can be used in calculating the free
surface energy for asphalt (NCHRP-104), and
there are several methods to determine the surface
energy.

Methods for Determination of Surface Free
Energy of Asphalt:

o Sessile Drop Method (SDM).

e  Wilhelmy Plate Method (WPM).

Research Objective

The main objectives of this research work are:
(1). Studying the relationship between the surface
free energy and stripping properties for asphalt
cement and modified asphalt improved by three
types of additives (fly ash, phpsphogypsum and
fume silica). The source of fly ash is locally from
the waste of factories, phospho gypsum from

Surface Free Energy for the Evaluation
Of Asphalt Binder Stripping

Phosphate plant usually available as waste, fume
silica obtained from local market.

(2). Finding a mathematical relationship between
the stripping of asphalt concrete using conditioned
and unconditioned specimens data with (I.R.S)
and the contact angle and the total surface free
energy for asphalt cement and modified asphalt
cement.

Stripping Test
Marshall Immersion Test:

Three sets of Marshall Specimens were
prepared according to the method described by
ASTM D 1559. Each set contains four groups
(two Specimens, one dried (control) and another
(condition).The Marshall Specimens were used to
find the Index of Retained Stability (I.R.S) %.
Each group contains two specimens subgroup;
one is the average of three specimens (control
specimens) which were subjected to immersion in
water bath at 60 “C for 30 minute. The second is
the average of three specimens (conditioned
specimen) and were immersed in water bath at
14+£2°C for 24 hrs. Such procedure was also
followed by Zhou et al (2009) and Solaimanian
et al (2003).

Then the specimens were tested by using
Marshall Device .The index of retained stability
was calculated as the ratio of stability of water
exposed specimens to the stability of control
specimens using equation (1).Yousif, (2003).

LR.S (%) =22 x 100 (1)
5

Where:

S=Marshall Stability for control specimen (30
minutes immersion at 60°C).

S,=Marshall Stability for condition specimen
(24 hours immersion at 14+2°C, then 30 minutes
immersion in water at 60 "C).

A minimum LR.S (%) of 75% is often specified
for satisfactory resistance to damage by moisture.
Yousif (2003).

Figure (1) show the gradation of aggregate used
for wearing course(SCRB)
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Test Methods to Measure Surface Energy
Components:

Surface energy is defined as the energy needed
to create a new unit surface area of material in
vacuum condition. Surface energy measurements
are used to compute the adhesive bond strength
between the aggregates and asphalt and cohesive
bond strength in the binder. It is a suitable method
for forecasting the moisture damage in asphalt
mixtures. Therefore, this method seems to be
capable of analyzing the effects of anti-stripping
additives on the reduction of moisture damage.
The ability to accurately determine surface free
energy of asphalt binders and aggregates has been
developed based on the Van Oss theory. Cheng
(2002). Table (1) shows the Surface Energy
Components of the Probe Liquids used throughout
this investigation. Figure (2) shows the flow chart
of the surface energy determination.

The total surface energy of a material is divided
into three components, namely, the Lifshitz-van
der Waals component, the acid component, and
the base component Cheng (2002). The surface
free energy, ('™ of a material is determined by
combining the polar and nonpolar components as
follows:

YO = yO+ 2J¥Y )

Where:

v = is the total surface free energy of the
material.

vy 0= the Lifshitz-van der Waals.

y ™= is the Lewis acid component.
Y =is the Lewis base component.

Several methods are proposed in the literature to
measure the surface free energy of the asphalt-
aggregate system. Shah (2003) studied the
surface energy that aimed at assessing moisture
damage. Wasiuddin et al (2005) studied that
(SFE) of A HMA mix and its constituents
(aggregate and binder) can be a valuable indicator
of moisture damage in HMA. Hefer; et al (2006)
studied the bitumen surface energy using contact
angles measured with various liquids by the
Wilhelmy plate.
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Wilhelm Plate Device Method(WPD)

This method is used to measure dynamic contact
angles of the asphalt binder with various probe
liquids and to determine surface energy
components of the binder. A glass slide
(25.4mmx 76.2mm x 1lmm) coated with the

asphalt binder and suspended from a
microbalance is immersed in a probe liquid. From
simple force equilibrium conditions the contact
angle of the probe liquid with the surface of the
asphalt binder can be determined. Bhasin et al
(2007)

The difference between weight of a plate
measured in air and partially submerged in a
probe liquid, AF, is expressed in terms of
buoyancy of the liquid, liquid surface energy,
contact angle, and geometry of the plate Bhasin et
al (2007). The contact angle between the liquid
and surface of the plate is calculated from this
equilibrium as follows:

AF + V:’m (101 B pm’rg]

cosf = —
Fr 3)

Where:
Pt=is the perimeter of the bitumen coated plate.
1.7 =Is the total surface energy of the liquid.

0 =The dynamic contact angle between the
asphalt binder and the liquid.

Vim =The volume immersed in the liquid.
P;=The density of the liquid.

P,;,= The air density.

g =The local acceleration due to gravitation.

The analysis for obtaining the contact angle is
usually carried out by using the software of the
testing device. Since the testing device was not
available in our laboratory, a manual test
procedure was followed instead of using the
device. The glass slides were of dimensions
(25.4mmx= 76.2mm x 1lmm) each was coated

with asphalt binder or modified asphalt. Each
slide was then immersed in the beaker that was
filled with the different probe liquids slowly at a
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steady speed and then a picture was taken while
the slide was in its last position in the liquid.

The digital balance with a capacity of (1000 g)
was used having a sensitivity of 0.2gm. The glass
beaker that is filled with probe liquid was placed
on the balance and then was covered together with
the balance to prevent the air effect. Then, the
glass slide was linked with a clipper paper and
downloaded at slow and steady speed inside the
beaker. The balance reading was taken when the
slide touches the liquid. However, the balance was
not sensitive enough for this measurement and it
was not possible to determine the value of the AF
during the immersion and lifting and hence,
Equation (3) cannot be used. Therefore the image
processing software (Comef 4.3) was used to find
a dynamic contact angle. A total number of slides
were perpetrated of (48) slides. Arabani (2010)
explained the theoretical and experimental
concept of predicting moisture damage in asphalt
concrete mixes by using the surface free energy
(SFE) concept using dynamic Wilhelmy plate
method. Figure (3) shows the contact angle
between probe liquid and glass slide coated
asphalt. A total number of slides were perpetrated
of (48) slides.

Sessile Drop Method(SDM)

A probe liquid is dispensed over a smooth
horizontal surface coated with asphalt binder. The
image of the drop of liquid formed over the
surface of the binder is captured by using a digital
camera. Contact angles are obtained by analyzing
the image using image processing software
(Comef 4.3) software. A static Contact angles
measured with different probe liquids are used
with equations of work of adhesion to determine
the three surface energy components of the
asphalt binder. [NCHRP -104(2006)], A total
number of slides were perpetrated of (48) slides.

A drop with a contact angle over 90° is
hydrophobic. This condition is exemplified by
poor wetting, poor adhesiveness and the solid
surface free energy is low. A drop with a small
contact angle is hydrophilic this condition reflects
better wetting, better adhesiveness, and higher
surface energy. Figure (4) shows the Output of
the Comef 4.3 Software

Computing Surface Energies from Contact
Angles

Surface Free Energy for the Evaluation
Of Asphalt Binder Stripping

The surface energy component of a solid
surface is determined by measuring its contact
angles with various probe liquids. Typically more
than three liquids are recommended to determine
the three surface energy components of the solid.
At least three probe liquids are recommended to
be used in this test. These are water, glycerol, and
formamid and all reagents must be high-purity
grade (>99%). Contact angles must be measured
for at least three replicates with each probe liquid
for each type of asphalt binder and modifier
asphalt. Probe liquids that have been selected not
react chemically or dissolve with asphalt binders
and are used to measure the contact angles with
the binder.

The system of linear equations generated based on
the above equations is shown below:

Ax=B (4)
Where:
W F'ﬁ.“ R I_T \'}__
A= e e e (mx 3) (5)
1'}’T \'_:r 1'}_~
X= Q)
B=0.5| = e (m= 1) @)
¥i (1 +cosdy)
x=A"B (8)

The propagated variance of error in the work
of adhesion can be calculated for each liquid as
follows in Equation (10) and a reasonable
approximation of oy is 0. lergs/cm’

ai_z a5 {0.5(1 + cos@) )+
1 1

r (r—1)

Yies(6r —6)% (- 0.5ysin8 )2 (10)

Where, is the total surface free energy value of
the liquid shown in table (1), 6 is the average
contact angle from r replicate measurements in
radian, @;1is the contact angle from r replicate
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measurements. & is the variance @ expressed in

radians shown in Equation (3.10)

o} = T T5_ (6, —6) (-0.5ySin 6} (1)

The matrices A and B are changed as follows:

Jr ¥ i
Ty ¥y oy
A= (m x 3) (12)
N ;: \?I-m um
Ogm [ ' .
riil 1 4easfy)-
Tm
B'=0.5| ... (mx 1) (13)
rlild+eosfy)
Tm

Then, determine the (A" "A")"' matrix for each
asphalt binder. The three diagonal elements of this
matrix(c ;) represent the variance of the square
roots of the surface energy components (Lifshitz-
van der Waals, base and acid component,
respectively).

The variance estimate of the errors in the surface
free energy components is obtained by
propagation of errors as follows:

Viw = 4X7 €y (14)
Vhasetr- ) = X Ci (15)
Viwaeidy*) = X7 Cii (16)

Where, C j are diagonal elements of the (A" TA")"!
matrix.

Determination of Physical Properties:

In table (3) shows the physical properties of
asphalt cement and modified asphalt cement were
determined by using the following equations and
shell nomograph. The table below illustrates such
properties, Sarsam et al (2000).

30
(1+50 k]

Penetration Index (P.1) = l —10 @17

log800-logpenetrarionatT T F

kE =

(18)

[ri:rl_qu ndball (zofteningpoint’F )-77 :F:
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The value of penetration index indicates greater
temperature  susceptibility. Stiffness modules
(SM) defines as the ratio stress/strain was
obtained from shell nomograph at Trgp 75°C and
temperature of asphalt at 25°C and a frequency of
10 Hz.

Effect of Additives on Calculated Surface
Free Energy by Sessile Drop Method

Surface free energy was determined for each type
of asphalt binder based on Van Oss theory which
separates the surface energy of asphalt into three
components, namely, the Lifshitz-Van Der Waals
component, the acid component, and the base
component. Figures (5), (6) and (7) show the
histograms of surface free energy of asphalt and
modified asphalt. The surface free energy
calculated was randomly when using asphalt
modified with fly ash, fume silica and phosphor

gypsum.

Effect of Additives on Calculated Surface
Free Energy by Wilhelmy Plate Method

Surface free energy was determined for each type
of asphalt binder based on Van Oss theory which
separates the surface energy of asphalt into three
components, namely, the Lifshitz-Van Der Waals
component, the acid component, and the base
component. Figures (8), (9) and (10) show the
histograms of surface free energy of asphalt and
modified asphalt. The surface free energy
calculated was randomly when using asphalt
modified with fly ash, fume silica and phosphor

gypsum.

Effect of Additives on Stripping Potential
Using Marshall Immersion Test The index
of retained stability (I.R.S) % was calculated as
the ratio of stability of water exposed specimens
to the stability of dry specimens. A minimum
LR.S (%) of 75%is often specified for satisfactory
resistance to damage by moisture. Figures
(11),(12),(13) ,(14) ,(15) and (16) show the
relationship between contact angle of water and
(I.R.S) % and total surface free energy of asphalt
cement (40-50) modified with fumesilica
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Figure (1) Gradation Curve of Aggregate Used for Wearing Course(SCRB)

Flow Chart of the Surface Energy Determination
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Figure (2) Flow Chart of the Surface free Energy Determination.
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Table (1) Surface Energy Components of the Probe Liquids [NCHRP 104 (2006)]

Probe vy ¥ Y v (ergs/cm?) Density
Liquid g/em’
Water 21.8 25.5 25.5 72.80 0.997
Formamid 39.0 2.28 39.6 58.00 1.134
Glycerol 34.0 3.92 57.4 64.00 1.258
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Table (2) Physical properties of Modified Asphalt Grade (40-50)

Asphalt(40-50) penetration | Softening PI SM(N/m?)
point (C°)
control 46 51 -0.022 1.0x10°
Fume Silica 1% 62 52 0.722 8x10’
2% 47 51 -0.193 1.8x10°
3% 37 57 0.491 9x10’
4% 39 58 0.798 0.5x10"
Phosphol% 26 52 -1.198 5.5x10°
2% 30 53 -0.728 3.0x10°
3% 33 55 -0.138 2.0x10°
4% 44 57 0.889 6x10’
Fly ash 3% 49.6 51.5 0.0671 1.9x10°
6% 55.41 52 1.0517 4.3x10’
9% 62 53.5 1.0517 5.0x10’
12% 61.5 53.7 1.107 4.8x10’
90 83.476
80
70 65.22 64.522
60 '
Surface Energy 0
components 40

ergs/cm?
30

Control
u Lifshitz -van der waals
i Acid component

Fly ash 3% Fly ash 6%  Fly ash 9%
ki Base component

H Total surface energy (ergs/cm2)

Fly ash 12%

Figure (5) Effect of Fly ash on Surface Energy component of Asphalt binder by Sessile
Drop Method
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Figure (6) Effect of Fumed silica on Surface Energy component of asphalt binder by
Sessile Drop Method
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Figure (7) Effect of Phospho Gypsum on Surface Energy component of asphalt binder by
Sessile Drop Method
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Figure (8) Effect of Fly ash on Surface Energy component of Asphalt binder by Wilhelmy

Method
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Figure (9) Effect of Fumed silica on Surface Energy components of Asphalt binder by
Wilhelmy Method
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Figure ( 14 ) Surface Free Energy and I.R.S. % Relationship Using Wilhelmy
Method
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Figure ( 15) Contact Angle and I.LR.S. % Relationship Using Sessile Drop Method
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Figure (16) Contact Angle and I.R.S. % Relationship Using Wilhelmy Method
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Modeling of Stripping Potential Using
Surface Energy (Sessile Drop)

Linear regression is used to develop model
for stripping (LLR.S. %), physical and
rheological properties using SSPS statistics
17.0.

The dependent variable is % Index of Retained
Stability (%I.R.S).

The independent variables are SFESD, S.P, P,
PVN,P.1,0,,0F 0 SM.

SFESD: Total surface free energy by sessile drop
(ergs/cm?).

P.I= penetration Index.
S.P =Softening point of asphalt cement (°C).
P=Penetration of asphalt cement.

0. =Average contact angle when using water
as probe liquid(°®).

Or=Average contact angle when using
Formamid as probe liquid(°).

0c=Average contact angle when using
Glycerol as probe liquid(®).

SM=stiffness modules of asphalt cement and
modified asphalt (N/m?).

It has been found that this model has an R’
value of 0.871 and R of 0.933and the standard
error of the estimated value of (42.70). The
developed statistical model using SPSS
software V. 17 is shown below in Eq.(19)

Y=-109816.12+2.4SFESD+217.2S.P-55.48P-
941.89P.1+-3.4840,+1.2710; -
1.8650+8.28x10°5 SM (19)

Modeling of Stripping Potential Using
Surface Energy (Wilhelmy Method)

The following variables will be included in the
prediction of the model:

The dependent variable is % Index of Retained
Stability (%I.R.S).

Surface Free Energy for the Evaluation
Of Asphalt Binder Stripping

The independent variables are SFEW, S.P, P,
PVN,P.1,0,,0 0 SM.

SFEW: Total surface free energy by Wilhelmy
Method (ergs/cm?).

P.I= penetration Index.
S.P =Softening point of asphalt cement (°C).
P=Penetration of asphalt cement.

0., =Average contact angle when using water
as probe liquid(°®).

Or=Average contact angle when using
Formamid as probe liquid(®).

0c=Average contact angle when using
Glycerol as probe liquid(®).

SMs=stiffness modules of asphalt cement and
modified asphalt (N/m?).

It has been found that this model has an R
value of 0.827 and R of 0.909 and the standard
error of the estimated value of (49.58).The
developed statistical model is shown below in
Eq.(20).

=-81267.65-2.16 SFEW+45.3 S.P-67.5P-

109.44 P.I++ 1.9 0y -4.778 65+3.96 0

+1.18x107 SM (20)

It can be noticed that the following variables
have the most positive effect on (I.LR.S) % for
both methods of surface energy. Table (3)
shows the significance of such variables in
descending order for Sessile drop and
Wilhelmy Method.
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Table (4.21) The Significant of such variables
in descending order for both Method

Variable (()jfo(lés]t)?\l/}; Variable ffo(ls]?g;
P.I 941.89 P.I 109.44
S.P 217.20 P 67.50

P 55.48 S.P 45.30
0. 3.48 (i 4.77
SFE 2.47 0¢g 3.96
0c 1.86 SFE 2.16
O 1.27 0y 1.90
SM 8.28x107 SM 1.11x107

When using Sessile drop method the effect of
surface free energy is significant as supported by
high constant value of (2.47), while when using

Wilhelmy technique the effect of surface free
energy is less significant due to a lower constant
value (2.16).

Conclusions

Based on the limitation of materials and test
procedure in this work the following conclusions
are drawn:

1. When using Sessile drop method the
value of surface free energy of asphalt
cement grade (40-50) was about8.8
ergs/cm’, while when using Wilhelmy
technique the value of surface free energy
of asphalt cement was 30.71 ergs/cm’.

2. The surface free energy values as
calculated by Sessile drop method are
higher than the values calculated by using
Wilhelmy technique for both asphalt
cement and modified asphalt when using
fly ash. While the surface free energy
values calculated by using Wilhelmy
method are greater than those values
calculated by using sessile drop method
for both asphalt cement and modified
asphalt when using fumed silica and
phosphpo gypsum.

3. Higher surface free energy values were
obtained when using base component of
Van Oss theory as compared to the acid

Number 11 Volume 18 November 2012 Journal of Engineering

and Lifshitz -Van Der Waals for both
methods.

Higher contact angle can be obtained
when using sessile drop method and
lower surface energy, while when using
Wilhelmy technique we obtained lower
contact angle and higher surface energy.

From the relationship between surface
energy of the asphalt modified with
fumed silica and the I.R.S. % when using
sessile drop method it was found that the
coefficient of determination (R?) was 0.6.

From the relationship between the
contacts angle of the asphalt modified
with fumed silica and the I.R.S. % when
using Wilhelmy technique it was found
that the coefficient of determination (R?)
was 0.5.

The surface free energy concept should be
considered when the stripping of asphalt
concrete is under question.

LIST OF ABBREVIATION

LR.S %: The index of retained stability.

SDM : Sessile Drop Method.

SFE: Surface Free Energy.

WPM: Wilhelmy Plate Method.
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Multiwavelet based-approach to detect shared congestion in
computer networks

Ass. Prof. Dr. Tarik Zeyad Ismaeel Eng. Ahmed A. Mahdi A. Kareem
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Electrical Engineering Department Electrical Engineering Department
Abstract

Internet paths sharing the same congested link can be identified using several shared
congestion detection techniques. The new detection technique which is proposed in this paper
depends on the previous novel technique (delay correlation with wavelet denoising (DCW) with
new denoising method called Discrete Multiwavelet Transform (DMWT) as signal denoising to
separate between queuing delay caused by network congestion and delay caused by various other
delay variations. The new detection technique provides faster convergence (3 to 5 seconds less
than previous novel technique) while using fewer probe packets approximately half numbers than
the previous novel technique, so it will reduce the overload on the network caused by probe
packets. Thus, new detection technique will improve the overall performance of computer
network.

Keywords: congestion, computer network, shared congestion, DMWT, DWT.

Introduction

Congestion in computer networks is flows sharing the same link in the network
becoming an important issue due to the and these flows send data exceeds the
increasing mismatch in link speeds caused capacity of shared link (Balakrishnan, 1999,
by Intermixing between old and new Rubenstein, 2000). All algorithms used to
technology of computer networks (CHIU, manage the performance of computer
1989). Flow control, congestion control and networks will first need algorithms to detect
congestion avoidance are algorithms that the level of congestion in these networks,
have been addressed by several researchers thus detecting congestion became very
in the past which are used to process important issue in the field of computer
congestion phenomena in computer network network. Better utilization of network
(Ramakrishnan, 1990). Generally speaking, resources is achievable with cooperation
there are two types of congestion that may between flows. For example, the Congestion
occur in the computer network: first, Manager examines all flows of the host
Independent congestion may occur in the where it resides, and groups flows passing
terminal of the network caused by one through the same bottleneck link into a
source which sends data through the links single flow aggregate. By performing
associated with it exceeds the capacity of congestion control over flow aggregates,
these links or caused by two sources send rather than over each individual flow
data exceeds the capacity of individual link separately, the Congestion Manager can
which is connect between them (Fall, 2009, improve fairness and efficiency significantly
Kim, 2003). The second type is shared (CHIU, 1989, Kim, 2003).

congestions Which occurs when two or more
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The basic primitive required for
cooperative congestion control is to decide
whether two flows are sharing a bottleneck
link or not. Techniques for inferring shared
congestion use two kinds of information
from feedback: packet loss and delay.
Techniques based on packet loss assume
bursty packet loss (Rubenstein, 2000), thus
they work well with drop-tail queues and
lossy links but it slow and inaccurate with
low loss rate or with other queueing
disciplines, such as RED. Techniques based
on delay (Rubenstein, 2000, Katabi, 2001)
show more robust behavior in such an
environment.

This paper will propose previous novel
technique (delay correlation with wavelet
denoising or DCW) with new denoising
technique (discrete multiwavelet transform
or DMWT) to detect shared congestion
between two computer network paths. Like
previous techniques, it is based on a simple
observation: two paths sharing congested
links (as shown in figure 1) have high
correlation between their one-way delays.
However, naive correlation measurements
may be inaccurate, due to random
fluctuation of queuing delay and mild
congestion on non-shared links. In new
proposed technique, these interfering delay
variations are filtered out with multiwavelet
denoising, which is signal processing
method to separate signal caused by shared
congestion delay from other delay signals
(noise).

New detection technique is evaluated
through extensive simulation by using the
following programing languages: network
simulation ver.2 (NS2) (Fall, 2010), AWK
ver.2 (Close, 1995), MATLAB ver. R2008b.
It takes at most 5 s to detect shared
congestion with both drop-tail and RED
queues, while previous techniques often
takes longer time or fail.
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Fig. 1 Two paths sharing same link
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Metrics Used To Detect Shared
Congestion

There are two important metrics used
with most techniques to detect shared
congestion in computer network.

e One-way delay time:
Time needed to send each packet
from source to destination (Wen,

2008).
o One-way Packet Loss:
Represents the number of

packets lost from overall packets
sent from source to destination
(Wen, 2008).

Related Work

Rubenstein et. al (2000) (Rubenstein,
2000). Proposed two techniques to detect
shared congestion in computer network, one
based on one-way delays and the other is
based on packet losses. The delay-based
technique uses to generate a sequence of
delay samples. An auto-measure Ma (auto
correlation coefficients) is computed from
pairs of adjacent packets of the first
sequence. A cross measure Mx (cross
correlation coefficients) is computed from a
new delay sequence obtained by merging the
two delay sequences. If Ma < Mx, it is mean
that there is shared congestion. In their loss-
based technique, Ma and Mx are conditional
probabilities that a packet is lost when its
following packet is lost.
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Harfoush et. al (2001) (Harfoush, 2000).
Harfoush technique explores the effects of
concurrency on diagnosing  network
conditions. In this technique, a common
source sends a packet pair back to back at 15
Hz. The probability that only the second
packet is lost is computed from packet
losses. If the probability exceeds the
threshold (0.4), two paths are sharing a
bottleneck.

Katabi er. a/ (2002) (Katabi, 2001). The
approach of this technique relies on the
observation that the correct clustering
minimizes the entropy (Entropy: The
concept of entropy is used as a measure of
the uncertainty in a random variable) of the
inter-packet spacing seen by the observer.
This technique is highly accurate for
detecting shared bottlenecks when the
observer is strategically located, otherwise it
becomes inaccurate.

Min S. Kim et. al (2003) (Kim, 2003).
Proposed a novel technique (delay
correlation with wavelet denoising or DCW)
to detect shared congestion in Internet paths.
Like previous techniques, it is based on a
simple observation: two paths sharing
congested links have high correlation
between their one-way delays. If the
correlation converges to 1, this means that
there is shared congestion and other wise
there is no shared congestion.

O. Younis and S. Fahmy (2005) (Fahmy,
2005). This technique is called Flowmate
which uses the comparison test for delay
based techniques from Rubenstein. At their
development status they got the data from
TCP (Transmission Control Protocol) flows
only, since the majority of Internet traffic is
TCP. The accuracy of bottleneck detection
strongly depends on the lifetime of the TCP
connections. The longer the lifetime of a
connection the better the detection results
are.
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Simulation Procedure

Block diagram shown in figure (2) is
represents the procedures of new shared
congestion detection technique.

Delay Sampling Stage

Represents the first stage which will
be used to get delay samples signal for
path 1 and 2 for two types of queue
(RED and DropTail). This stage is
implemented on network topology
shown in figure (3) which is created by
NS2 program with the following
parameters (Kim, 2003):

Da(t)

Diultivavelet
Denoizing

Doart)

m(t)

Diultiveavelet
Denoising

Durt)

Congestion
hianagsment

f

Fig. 2 Shared congestion detection

R

g| on-off

){ src
} arc

”4'_,?
a.r)!?

procedure

Fig. 3 Simple topology with a common
source
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(1) Each link has a bandwidth of 1.5 Mb/s.
This value is chosen depending on real
network measurements (Kim, 2003).

(2) The propagation delay of each link was
chosen randomly between 20 and 30 ms for
each simulation to make the behavior of
simulation links similar to the behavior of
real network links.

(3) Pareto ON-OFF constant-bit-rate (CBR)
flows were used as background traffic, so
that the congestion level could be controlled
easily by changing the number of CBR
flows. Background traffic will make some
load on the simulation network links to
make it near from the real network (Kim,
2003, Singh, 2004). The average ON and
OFF states (ON-time is the time interval of
sending packets by background traffic and
OFF-time is the time interval of stopped
(idle) sending packets) where selected
uniformly between 0.2 and 3s. This step
makes the behavior of simulation network
near from the behavior of real network to
increase the reliability of simulation results.

(4) The CBR rate was selected uniformly
between 20 and 40 kb/s, and its pareto shape
parameter was 1.2.

(5) Put 100 ON-OFF CBR flows on the
shared link and 60 ON-OFF CBR on the
independent links. With 60 flows, no
congestion occurred and no packet loss was
observed but the congestion will occur with
100 flows as well as the loss rate will be
varied between 2% and 12%.

(6) The source node have two sources Xscr
and Yscr which sends CBR packets through
shared link to destination nodes Xdst and
Ydst respectively at constant rate 10Hz (10
packets/S) in all simulations.

(7) The size of probe packet is 500 kB. (kB
= kByte)

(8) The queueing size at each node is 50
packets.

(9) Background flows will start sending data
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at time 0 and after 1 second the sources
Xscr and Yscr will start sending probe
packets to ensure that the links are not

empty.

(10) The time of each simulation starts from
0to 105s.

Dmwt Denoising Stage

The block diagram shown in figure (4)
shows the procedure of denoising stage by
DMWT.

Repeated Row
Preprocessing

Pastproccesing % _.

Fig. 4 Procedure of DMWT denoising
stage

The important sub stages in the DMWT
denoising stage is: DMWT, soft thresholding
and IDMWT (inverse of DMWT). The other
sub stages are assistant stages.

DMWT Operation

DMWT sub stage will analyze the input
signal to two types of coefficients, the first
one is approximation coefficients (represent
the main information about original signal)
which can be obtained by the following
equation (Strela, 1998):

@)

Vik = Z Gm72kvj—l,m
m
Where
v;, = approximation coefficients
G, , = low pass filter of DMWT

Vi1, = samples of input signal
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The second one is detail coefficients
(represent noise components) which can be
obtained it by the following equation (Strela,

1998):
Wj,k = Z Hm—2kvj—1,m (2)

Where

w;, = detail coefficients

H,_, =high pass filter of DMWT

Soft Thresholding Operation

This sub stage is very important because
it is used to remove noise from analyzed
signal to get original signal. To get denoised
signal, soft thresholding algorithm should be
applied on the detail coefficients only for
each decomposition level. Threshold value T
is needed to apply thresholding algorithm.
The idea of universal thresholding for scalar
sequence of white noise wavelet coefficients

with mean zero and variance oZas in
equation (3) (Strela, 1998).

T = o f2log N 3)

where N is the length of original input

signal and o represents the variance of
input signal.

The universal threshold is attractively
simple, but it is strictly suitable only when
thresholding a gaussian scalar sequence of
white noise wavelet (detail) coefficients of
mean zero and variances?. The repeated
row preprocessing and the DMWT will
change substantially the variances of the
wavelet coefficients w'% and w!, thus
‘average variances’ have been defined ; for
example, GHM filter banks with repeated
row preprocessing the noise variance ¢? is
deflated by a factor ¢ = 0.75 to 0.750°.
Hence, for GHM with repeated row
preprocessing, N = 2N, T will be calculated
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by the following equation (Strela, 1998):

T = /2075 ¢%log (2N )

(4)

IDMWT Operation

This sub stage will use approximation
coefficients and denoised detail coefficients
to create denoised delay samples signal for
path 1 and 2 by the following equation
(Strela, 1998):

_ ~T
Viax = sz—ZmVj,m
m

Where

+ Z]:IIZ-—Zij,m (5)

v, 4, = approximation and denoised detail

coefficients for j-1 of decomposition level.
If j=1 then v, will represent denoised

delay samples signal.

Cross-Correlation Stage

In signal processing, cross-correlation
is a measure of similarity of two waveforms
as a function of a time-lag (Wikipedia,
2010). The general shared congestion
detection technique is based on the
observation that measured delays of two
paths showing strong correlation if the paths
share one or more congested links, and little
correlation if they don't share any congested
links. Cross-correlation coefficients are
calculated between delay samples signal for
path 1 and 2 by the following equation
(Rubenstein, 2000):

S0 -xly 1)

XCOR, = ni:l - (6)
(S35l -7

Where

X, and Y, are represent one way delay

signals for path X and path .
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X and Y represent the average of one way
delay signals for path X and path Y.

Detection Stage

This stage depends on the value of
cross-correlation coefficients obtained from
cross-correlation stage to decide whether
shared congestion occurred or not in the
tested path. If the values of cross-correlation
coefficients converge to {1}, this leads that
shared congestion occurred in the tested path
of computer network, while if the cross-
correlation coefficients converge to {0},
this leads that there is no shared congestion
in the tested path of computer network.

Limitation

The important limitation for the new
detection technique is synchronization offset
which is defined as the time difference
between arrivals of two probe packets at S
(see figure 3), one sent by Xsrc at time ¢
with Xsrc’s clock and the other by Ysrc at
time ¢ with Ysrc’s clock. As shown in figure
(5), when synchronization offset increases,
the delay sequences collected by the two
nodes show less and less correlation. Figure
(5) plots the cross-correlation coefficients
without using any denoising signal
techniques for two paths sharing a congested
link as synchronization offset rises from 0 to
1s (Kim, 2003).

g3t [— wean |
] swams

200 o] A S0 L ] sl (o] bl

Synchronization offset (ms)

[ {[<1]

Fig. 5 Cross-correlation coefficient between
two delay sequences versus synchronization
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Simulation Results

After implementing the steps in delay
sampling stage with RED queue technique
and the source codes were co-located and
their clocks were synchronized, the
following signals will be obtained as shown
figures (6) and (7) which represent the one
way delay samples D1 and D2 of two

sources X and Y  sharing the same

src

bottleneck L as shown in figure (3) for 100

seconds simulation. Each sample in the two
delay signals represents the average of 500
simulations as explained in delay sampling
stage to make the new detection technique is
similar to the real network behavior.

0.062

0.078

0.076

0072

Delay (seconds)

=
=
T

0.068

G — Delay Samples1

0.066 | 1 1 1 1 1 | 1 1
0 5 15 w5 30 35 40 45
Sampling time (seconds)

Fig. 6 Delay samples signal for path 1

a0

nogz

0.08 -

0078

Delay (seconds)
= = =
s B 5
w2 = =

=

=

=
T

—Delay samples 2

0.068 I I 1 I I 1 1 I I
1] 3 10 15 20 25 30 35 40 45

Sampling time (seconds)

Fig. 7 Delay samples signal for path 2

To show if there is a shared congestion
in the link L, or not, these two signals D1
and D2 will be denoised by discrete
multiwavelet denoising technique to get

and D2 then
cross-correlation

denoised
calculating

signals D1
series  of
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coefficients by using these two denoised
signals. If cross-correlation coefficients
converge to one, this indicates that there is a
shared congestion and if cross-correlation
coefficients converge to zero, this indicates
that there is no shared congestion.

Figures (8) and (9) show the denoised of
delay samples signals for path 1 and path 2
which are obtained from DWT and DMWT
for three levels of decomposition. From
these two figures, it can be shown that the
power dropped from denoised signal by
DMWT (star curve) is smaller than the one
from signal denoised by DWT (dotted
curve). This property is useful to keep
fluctuations larger than noise in delay
samples similar or near from fluctuations in
original signal.

0.09 T T T T

—Delay 1

—*—Denoised delay 1 (DMWT)
==~ Denoised delay 1 (DWT)

0ogr

0.07

1 H 3 4 5 § 7 i 3
Sampling time (seconds)

Fig. 8 Part of denoised delay 1 by DWT
and DMWT

=
=
I}

— Delay2

—*= Denoised delay 2 (DMWT)
daDenoised delay 2 (DWT)

9 10

3 4_ _5 [ 7
Sampling time (seconds)

Fig. 9 Part of denoised delay 2 by DWT
and DMWT
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There is small difference between delay
samples 1 and delay samples 2 caused by the
behavior of RED gqueue technique which is
used by network devices (router, switch,
etc). DMWT will decrease the effect of this
difference on the new detection technique by
removing noise from these two delay signals
and increase the similarity between them
better than DWT does. Cross-correlation
technique is used to calculate the similarity
between the two collected signal, thus,
DMWT will detect shared congestion faster
than DWT because DMWT increases the
similarity between the two collected signal
and makes cross-correlation coefficients
converge to one faster than coefficients
obtained from DWT with small number of
collected samples.

Figure (10) shows the mean of cross-
correlation coefficients over 500
experiments with sending rate of 10Hz and
three level of decomposition for delay
samples which denoised by DWT and
DMWT.

Figure (10) shows that the cross-
correlation coefficients calculated from two
delay samples which denoised by DMWT
(continuous curve) is better and faster to
converge to 1 than the cross-correlation
coefficients calculated from same delay
samples which is denoised by DWT (dotted
curve).

10Hz shared XCOR (DWT)
=" 10Hz shared XCOR (DMWT)

04 1 I 1

1
0 5 10 15 20 i
Time (seconds)

Fig. 10 Shared cross-correlation coefficients
with RED queue

30 kit 40
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This means that the new detection
technique is faster from previous novel
techniqgue (DCW) and need less than 7
seconds to detect shared congestion and this
will improve overall network management.

Now we will test the new detection
technique if there is independent congestion
in the tested path.

Figures (11) and (12) represent mean of
independent congestion delay samples of
500 simulations.

It can be shown that the two delay
samples signals in figures (11) and (12) are
not similar especially in large fluctuation as
shared congestion because delay samples
that flow through independent link 1 (from
node T to Xdst node in figure (3)) will be
exposed to situations differs from delay
samples flow through independent link 2
(from node T to Ydst node in figure (3)).

014

‘ ~Independent delay samples 1 ‘
iRE

or

008 -

Delay (seconds)

0.06

008 I I I | I 1 I I I

i 5 10 15 20 28 Gl bl 40 45 a0

Sampling time (seconds)
Fig. 11 Mean of independent congestion
delay samples for path 1

| ~—Independent delay samples 2 L

Delay (seconds)

o . ! . . I | | . |
0 5 0 15 b 25 ol ® a1 45 50
Sampling time (seconds)

Fig. 12 Mean of independent congestion
delay samples for path 2
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Figure (13) shows cross-correlation
coefficients between delay samples 1 and
delay samples 2. Figure (13) shows that both
cross-correlation coefficients obtained from
denoising independent delay samples 1 and
delay samples 2 by DWT and DMWT are
reliable, similar and converge to zero after 3
seconds but cross-correlation coefficients
obtained by DMWT are more stable from
cross-correlation coefficients obtained by
DWT.

The important factor which has a
negative effect on the new detection
technique and previous novel technigue is
synchronization offset which was explained
in limitation section. When synchronization
offset increases, the negative effect on both
DWT and DMWT will be increased. Figure
(14) shows the negative effects of increasing
of synchronization offset on cross-
correlation coefficients and make both new
detection technique and previous novel
technique less reliable.

1 ‘ ‘ " " ‘
10 Hz Independent XCOR (DWT)

10 Hz Independent XCOR (DMWT)

04 I I I I I I
0 H] 10 15 il 25 in 35 40 45 a0

Time (seconds)

Figure 13 Independent cross-correlation

coefficients
Figure (14) shows the effect of
synchronization offset on the cross-

correlation coefficients calculated from
delay sequences 1 and 2 and how denoising
techniques improves the algorithm of
detecting a shared congestion in computer
network by decreasing the effect of
synchronization offset. Red dotted curve
represents the mean of cross-correlation
coefficients for non denoised delay samples
which shows fast decays with the increase of
synchronization offset and with 500 ms
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offset, the mean coefficient approaches to
(0.5) which is the cut off values.

Synchronization effect on XCOR

Volume 18 November 2012

= Dencised XCOR [DWT)
—FACOR

—*=Dencised XCOR (DMWT)

. ! .
0 0z 04 08 0.6 L1 1.2 14 16 1.8
Synchronization offset (seconds)

Figure 14 The effects of DWT and DMWT
On the synchronization offset

It can be shown, with denoised cross-
correlation coefficients by DWT and
DMWT, the technique became more reliable
and robust with 1 second of synchronization
offset. So the maximum offset is roughly the
maximum round-trip time (RTT) on the
computer network. Measurement studies
including one done by CAIDA (CAIDA,
1999) confirm that round-trip time is less
than 1 second for the majority of paths on
the computer network.

From all previous results, It can be
shown that DMWT improves the new
detection technique and make it faster from
previous novel technique (DCW) to detect
shared congestion in computer networks.

Conclusions

A new shared congestion
detection technique based on the previous
novel technique except DWT is replaced
with  DMWT which has more robust
properties than wavelet transform in signal
denoising and image compression. DMWT
improve signal denoising technique in new
detection technique and maks it faster (need
less than 7 second) from previous novel
technigue (DCW) to detect shared
congestion in computer network with
approximately half number of probe packets
which is needed with previous novel

2
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technique. Thus, new detection technique
will decrease the effect of overload on the
network caused by probe packets.
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Experimental Investigation into the Heat and Mass Transfer in an Indirect
Contact Closed Circuit Cooling Tower
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Abstract

The heat and mass transfer coefficients of the indirect contact closed circuit cooling tower, ICCCCT, were
investigated experimentally. Different experiments were conducted involving the controlling parameters such as air
velocity, spray water to air mass flow rate ratio, spray water flow rate, ambient air wet bulb temperature and the
provided heat load to investigate their effects on the performance of the ICCCCT. Also the effect of using packing
on the performance of the ICCCCT was investigated. It was noticed that these parameters affect the tower
performance and the use of packing materials is a good approach to enhance the performance for different
operational conditions. Correlations for mass and heat transfer coefficients are presented. The results showed a good
agreement with other published works. Correlations are showed that the spray heat transfer coefficient is a function
flow rates of spray water and air as well as spray water temperature while mass transfer coefficient is a function of
spray water and air flow rates only.
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Closed Circuit Cooling Tower, Experiments, Heat & Mass Transfer Coefficients, Correlations
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Introduction

Cooling towers are heat exchangers which are used
to dissipate large heat loads to the atmosphere. They
are equipments used to reduce the temperature of a
water stream by extracting heat from water and
emitting it to the atmosphere. Heat is transferred in
a cooling tower by two major mechanisms as
sensible heat from water to air (convection) and
latent heat transfer by the evaporation of water
(diffusion). These mechanisms operate at the air-
water interface. The total heat transfer is the sum of
the effect of these mechanisms.

One considers an elementary control-
volume as that shown in Fig. 1. This is crossed by a
water flow, an air flow and a water spray flow. At
the interface between the air and the water spray,
there is a film of saturated air, in close contact with
the water. This film of saturated air is at the average
temperature of the water spray film in this small
element of volume. Since the water-vapor partial-
pressure at this interface is higher than the water-
vapor partial pressure in the air, there is a transfer of
water-vapor towards the air. This mass transfer
brings a heat transfer related to the water
vaporization, called transfer of latent heat. At the
same time, because of the difference in temperature
between surface of the water and the air, there is
transfer of heat by convection (Stabat & Marchio
2004). Radiation effect is likely to be very small at
normal conditions and it is generally neglected.

There are numerous types of cooling towers
according to the conditions such as climate, place,
capacity...etc. The indirect contact closed type
cooling tower has been traditionally used in various
industrial and HVAC systems. It contains two
separate fluid circuits: (1) an external circuit, in
which water is exposed to the atmosphere as it
cascades over the tubes of a coil bundle, and (2) an
internal circuit, in which the fluid to be cooled
circulates inside the tubes of the coil bundle. In
operation, heat flows from the internal fluid circuit,
through the tube walls of the coil, to the external
water circuit and then, by dual heat & mass transfer,
to the atmospheric air.

The main advantageous of this type
compared with an open cooling tower are the
contamination risks with airborne dusts & corrosion
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are limited since the process water never contacts
the outside air, the possibility of using it to cool

Fluids other than water as the internal fluid never
contacts the atmosphere and it minimizes
contamination and maintenance of heat exchangers,
chiller condensers and other equipments. The main
drawback compared to an open cooling tower is that
the cost & the size are increased since a large heat
exchange is required to reach the same heat transfer.

The objective of this work is to investigate
the thermal performance of the ICCCCT
experimentally. This was represented by the mass
transfer coefficient between spray water interface
and air, o,,, and the heat transfer coefficient between
tubes and spray water, ds.

1. Literature Review

The first basic theory of cooling tower was
proposed by Walker in 1923. Several authors
presented some correlations of mass transfer
coefficient between air and spray water film and
heat transfer coefficient between tube external
surface and spray water film that take place in
closed circuit cooling tower and evaporative cooler.

Parker & Treybal in 1961 were the first
researchers presented a detailed analysis of counter
flow evaporative liquid coolers. The analysis
assumed that the amount of water evaporated is
negligibly small. Empirical correlations for heat &
mass transfer were presented for 19mm outside
diameter staggered tubes as in equs. (1) & (2),
respectively. They assumed that the Lewis factor is
equal to unity.

L

| %]
as = 704/ 1.39 +0.022T,, )i | (1)

a, =0.049G;" @)

Mizushinha et al., in 1967, conducted tests
on an evaporative cooler for three different tube
diameters 12.7, 19.05 and 40 mm to predict the
effect of tube diameter variation on heat & mass
transfer coefficients. An assumption of constant
spray water temperature inside the tower was
applied. The results of mass transfer coefficient
were presented as a function of air Reynolds
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number (Re,;) and spray water Reynolds number
(Regp) while heat transfer coefficient was presented
as a function of spray water flow rate per unit length

(@):

1
3

T,
o =2luﬂl'ﬁ'l (2]

a, A =5.028*10" Re’ Re’* D>  (a)

where Ay is the contact area per unit
volume and these corrclations are valid for the
ranges of 1.5 #10% < Re,;, < 8 *10° and 50 < Reg,
< 240.

Nistu et al. in 1969 suggested the heat and
mass transfer correlations of an evaporative cooler
having both smooth and finned tubes with 16 mm
outside diameter in a staggered arrangement. The
correlations for plain tubes were as shown below:

o, =990(L ) 5)
D
a, =0.076G,; (6)
Hasan & Sirén in 2002 developed a
computational model for a 10 kW nominal power
CWCT with chilled ceilings consisted of 19 tubes of
10 mm outside diameter arranged in 12 rows in a
staggered arrangement. They also presented a
correlation for the mass transfer coefficient
concluded for a total of 60 sets of measurements as
shown in equ. (7).

a,, = 0.065 G ou " .

Oliveira & Facao in 2004 tested a small-size
indirect contact cooling tower and correlations for
heat & mass transfer were experimentally
determined. Experimental results obtained heat
transfer coefficient as a function of spray flow rate
as shown in equ. (8), while mass transfer
coefficients was presented as a function of air flow
as shown in equ. (9). The model showed that the
correlations have a good degree of accuracy when
applied to all possible operating conditions.

-, 0.358

602 (i}
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Gyu-Jin Shim et al. in 2008 investigated
experimentally the effect of changing the heat
exchanger in a CWCT on the heat & mass transfer
coefficients and also on cooling capacity. Two heat
exchangers consisting of bare-type copper tube of
15.88mm & 19.05mm were used with multi path. It
was found that the range of CWCT using two paths
is higher approximately 20% than those using one
path.

Heyns & Kroger in 2010 investigated the
thermal-flow performance characteristics of an
evaporative cooler consisting of 15 tube rows with
38.1 mm outer diameter galvanized steel tubes.
From the experimental results, correlations for the
water film heat transfer coefficient, air-water mass
transfer coefficient were developed. Their results
showed that the spray water mass flow rate has the
greatest influence on the spray heat transfer
coefficient but this coefficient is also a function of
the air mass flow rate and the spray water
temperature as given by equ. (10). It was also found
that the air—water mass transfer coefficient is a
function of the air mass velocity and the spray water
mass velocity as given by equ. (11).

i r [ |
o, =470 Gg’, (5) T___C;a (10
Y
&y, = 0.038G°7 ‘(ﬁ} (11)

Yoo et al. in 2010 analyzed the performance
of the heat exchanger for the CWCT. Two heat
exchangers in inline arrangement were investigated:
a 22 row by 11 column with diameter of 9.52 mm
(heat exchanger 1) and an 8 row by 5 column with
diameter of 25.4 mm (heat exchanger 2). They
indicated that the heat transfer coefficient can be
obtained from the equation for external heat transfer
of tube banks and the mass transfer coefficient was
affected by the air velocity and spray water flow
rate. This study provides the correlation equation for
mass transfer coefficient based on the analogy of the
heat and mass transfer and the experimental data.
The result from the correlation equation showed
accuracy within 5% with the experimental data.
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The objects of this study is to analyze the influence
of inlet cooling water temperature, inlet air wet and
dry bulb temperatures, spray water and air flow
rates and heat load on the thermal performance of
the indirect contact closed circuit cooling tower.
The mass transfer coefficient calculated from heat
and mass transfer analogy was compared with
experimental data. The regulated correlation was
obtained from the result of the comparison. The
cooling capacity and thermal efficiency of the
closed wet cooling tower were calculated from
provided equation and the performance of the tower
were investigated.

2. Experimental Apparatus And Method

The system that used in the experimental
tests is a (WL 320 Demo cooling tower, made by
Gunt company in Germany). It was an open circuit
direct contact counter flow forced draft cooling
tower. This cooling tower was modulated to be used
as an indirect contact closed type cooling tower by
adding several components such as a bare-tube heat
exchanger & the cooling water circuit. The  heat
exchanger was designed and then manufactured
according to the procedure that presented by (Kern
in 1978). It was consisted of 8 mm outside copper
tube diameter with 6 rows and 12 columns in an
inline arrangement. The experimental apparatus
consists generally of the cooling column, cooling
water circuit, spray water circuit & the air circuit. A
schematic diagram & a photograph of the
experimental apparatus are shown in Figs. 2 & 3,
respectively.

The cooling column is the most important
portion in the experimental apparatus where the
cooling process takes place inside it. It is a duct
made from transparent glass with (150*150*800
mm) to allow the spray water paths inside it to be
observed.

Cooling water circuit transfers the water
that to be cooled through the tower inside the heat
exchanger. After it reheated, the cooling water is
recirculated through this circuit to cool again. This
circuit consists of tank with a heater to reheat the
cooling water, pump and the heat exchanger.

Spray water circuit transfers the spray water
through the tower to enable the tower from
operating in wet mode operation. This circuit
consists of tank, pump and spray nozzle.

By the air circuit the air is brought into the
cooling tower and it is then blow through the
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cooling column to absorb heat from the other
process fluids. This circuit consists of a blower to
blow the air and humidifier and dehumidifier to
adjust the conditions of the supplied air such as
relative humidity, dry and wet bulb air temperatures.

Measuring devices were used to sense the
variations of cooling water temperatures & flow
rate, spray water temperatures, flow rate, air
temperatures, relative humidity, air velocity, flow
rate and electrical voltage and current.

Several experiments were conducted by
changing the controlling parameters involving air
velocity, spray water to air mass flow rate ratio,
spray water flow rate, ambient air wet bulb
temperature and the provided heat load to
investigate their effects on the performance of the
ICCCCT. In addition to this, each experiment was
repeated twice changing the above parameters, first
without using packing and then packing were fixed
inside the cooling column above the heat exchanger
to study the effect of packing on the tower transfer
coefficients.

After all the experimental data for each
experiment were collected and recorded, a set of
calculations was started to obtain the experimental
mass and heat transfer coefficients for the ICCCCT.

The mass transfer coefficient of water vapor
between spray water film and air was calculated
after experimental measurements using eq. (12)
which was presented by Olivera & Facao 2004:
G[:hrx.r'r,r)ut - hrx.r'r,r'n) = Oy A LMhD (1 2)
where, a,, is the mass transfer coefficient (kg/m” s),
A is the surface area of the heat exchanger equal to
0.226 m* , and LMhD is the logarithmic mean
enthalpy difference (kJ/kg) defined as:

air.outi

Lin

air,in

—-h

LMhD (13)

sat.Ti air,in

sat.Ti ! lair.outi
where hg,,ri 1s the specific enthalpy of the saturated
air at the interface temperature (kJ/kg).

The average of spray water temperatures
was taken as the interface temperature according to
Olivera & Facao 2004 as well as Stabat & Marchio
2004 while the inlet and outlet air enthalpies were
taken from the psychrometric chart according the
measured data.
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Spray heat transfer coefficient which takes
place between tubes external surface and spray
water was calculated by equ. (16) which presented
by Olivera & Facao, 2004. Experimental data were
used to calculate this coefficient after calculating the
overall heat transfer coefficient, U,, between water
inside tubes and the interface based on the outer
area of the tube according to equ. (14):
Q =mC, ., dT, =U, ALMTD (14)
where LMTD: is the logarithmic mean temperature
difference (°C) defined as:

LMTD TCW.out _TCW.in 15)
Ljp _cwou _Tsp,av
T -T

CW.in sp,av
where Ty . 1s the average spray water temperature,
0
C.

After the overall heat transfer coefficient
was calculated, it was used to calculate the spray
heat transfer coefficient between the tubes external

surface and spray water film:

-1

(16)

where a,, is the heat transfer coefficient for water
inside the tubes (W/m>.°C) and it was calculated
according to Stabat & Marchio 2004 by the
following equation:

a, =0.023Re™ Pr**k_, /d a”n

Reynolds number and Prandtl number were taken
for the water inside tubes with values of 7.13 and
11767 respectively.

4. Results And Discussion
4.1 Spray Heat Transfer Coefficient, o,

Fig. 4 shows the effect of air velocity on the
spray heat transfer coefficient, as. It is clear that

spray heat transfer coefficient increased slowly with
increasing of air velocity. This is because that when
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air velocity increases, the cooling water range
increases and this leads to increase the overall heat
transfer coefficient and then to increase the spray
heat transfer coefficient. This figure shows that the
use of packing has a good effect in enhancing the
spray heat transfer coefficient because the packings
make the cooling water range to be larger. A
correlation for spray heat transfer coefficient was
concluded from the experimental results for the case
of cooling tower without packings and it conforms
well to the experimental values of this experiment
as seen in this figure. This correlation is given by:

- — l"

0 = LTg 0
o, = 555 (G::,. ]‘-k 0 (‘T) :‘r_-_:'-.::'e )Li

Fig. 5 shows the effect of the ratio of L/G
on the spray heat transfer coefficient. This figure
illustrates that the spray heat transfer coefficient
decreases with increasing of L/G. This can be
attributable to the fact that when L/G increases; the
air flow becomes insufficient to transfer the same
amount of heat. In case of using packing in the
tower operates the spray heat transfer coefficient is
increased due to increasing of the surface area.

Fig. 6 indicates that the heat transfer
coefficient increases with increasing spray water
flow rate. This can be explained by equ. (14). When
spray flow rate increases, the cooling capacity
increases too leads to increase the overall heat
transfer coefficient, U,, and then @ increases
according to equ. (16). This figure also shows that
the presented correlation of spray heat transfer
coefficient conforms well to the values of spray heat
transfer coefficient of this experiment when packing
were not used. If this figure compared with Fig. 4, it
can be noticed that the spray heat transfer
coefficient depends greatly on spray flow rate and
little on air velocity, this is clear by the difference
between the exponents of spray and air flow rates in
equ. (18). The average spray water temperature
changes with respect to spray flow rate; this makes
spray water temperature affects the spray heat
transfer coefficient as it is clear in the presented
correlation and this is conform with the correlation
of the spray heat transfer coefficient that presented
by Heyns & Kroger 2010.

When the wet bulb temperature increases,
the spray heat transfer coefficient decreases as
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shown in Fig. 7. This is simply because of the fact
that the cooling capacity decreases with respect to
the wet bulb temperature which leading to decrease
the overall heat transfer coefficient and thus the
spray heat transfer coefficient decreases. Spray heat
transfer coefficient becomes larger with using
packing as it compared with that when packing were
not used as shown in this figure, but the difference
in the values between the two cases decreases for
high wet bulb temperatures.

Spray heat transfer coefficient influenced by
the heat load as shown in Fig. 8. When the load
increases the cooling water range was increased
leading to increase the overall heat transfer
coefficient according to equ. (14) consequently the
spray heat transfer coefficient was increased. This
figure also shows that the spray heat transfer
coefficient as the packing used is 10.25 % higher
than its values when the packing were not used.

In Fig. 9 the spray heat transfer coefficient
correlation which concluded in the present work,
equ. (18), is compared with other previous works
conducted by Nistu et al. 1969 for plain tubes of 16
mm outside diameter in a staggered arrangement
and Olivera & Facao, 2004 for 222 staggered tubes
of 10 mm outside diameter. This figure shows that
the presented correlation falls with about to 11.6 %
from Nistu et al. correlation and rises with about to
26.6 % above Olivera & Facao correlation .

4.2 Mass Transfer Coefficient, a,,

In Fig. 10 it is shown that the mass transfer
coefficient for water vapor between spray water film
and air increases greatly as air velocity increases.
This increasing in mass transfer coefficient can be
attributable to the increase of water evaporation rate
as air flow increases. When the packing added to the
tower, mass transfer coefficient shows increasing in
its values because of increasing in the surface area
of mass transfer. A correlation for mass transfer
coefficient was concluded from the experimental
results for the case of cooling tower without packing
as in equ. (19). This correlation conforms well to
the experimental values seen in this figure.

Fi I

- 15 ]
= 0.063 (Goiy) t%)

(195
The mass transfer coefficient of water vapor
between spray water and air with respect to the ratio
of mass flow rate of spray water and air, L/G, is
shown in Fig. 11. The experiment was conducted
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keeping L constant and letting G to vary. From this
figure, it is evident that mass transfer coefficient
decreases with increasing of L/G. This is mainly
return to that when L/G increases this means that air
flow inside the tower will be unproportionate with
spray flow which leads to decrease the capability of
air to gain more water vapor and this decreases the
mass transfer coefficient.

Fig. 12 indicates that the mass transfer
coefficient is influenced by spray water flow rate.
As spray flow increases the mass transfer coefficient
increases too. This mainly because that the
increasing in spray flow means there is a large
amount of water droplet could be evaporated and
transferred to the air stream. This figure also shows
that the presented correlation of mass transfer
coefficient, equ. (19), conforms well to the values of
this experiment when the tower operates without
packing. The increasing rate in mass transfer
coefficient with respect to spray flow is much less
than that with respect to air flow, as seen in figure
(10) and this is clear by the difference between the
exponents of spray and air flow rates in the
presented correlation of mass transfer coefficient
equ. (19). This figure also shows that mass transfer
coefficient increases when the tower operates with
using packing material, due to increase the surface
area of mass transfer.

When the wet bulb temperature of the inlet
air increases, mass transfer coefficient increases
slightly as shown in Fig. 13. But when the wet bulb
temperature increased the difference between the
outlet and inlet air enthalpy, Ah,;, is decreased with
a rate less than that in the logarithmic mean
enthalpy difference, LMhD, causing in increasing
mass transfer coefficient. For example, for the case
without packing, when wet bulb temperature
increased from 20 to 32°C, Ah,; decreased from
39.75 to 5.6 kl/kg with a ratio of 7.1 while LMhD
decreased from 21.88 to 2.536 kJ/kg with a ratio of
8.63 and this was the reason to increase mass
transfer coefficient from 0.241 to 0.293 kg/m’s.
This figure shows also that the tower operates with
packing has higher wvalues for mass transfer
coefficient as it operates without packing.

In Fig. 14 the influence of the heat load on
the mass transfer coefficient is shown. It is clear that
mass transfer coefficient increases slightly with
increasing the heat load. This can be attributable to
the increase in the outlet air enthalpy as heat load



Number 11

increases which increasing the difference between
the outlet & inlet air enthalpies which then affects
the mass transfer coefficient according to equ. (12).
This figure indicates that the mass transfer
coefficient increases with about 7.78 % in case of
the tower operates using packing.

In Fig. 15 the mass transfer coefficient
correlation which concluded in the present work, eq.
(19), is compared with other previous works
conducted by Parker and Treybal, 1961 for 19 mm
outside diameter staggered tubes, and Hasan and
Serin, 2002 for 34 mm outside diameter staggered
tubes arranged in 13 rows*20 columns, and Olivera
and Facao, 2004 for 222 staggered tubes of 10 mm
outside diameter. This figure shows that the
presented correlation falls within the range of other
correlations and it conforms well to them especially
Hasan and Serin 2002.

5 CONCLUSIONS

The thermal performance of a small size
indirect contact closed type cooling tower was
investigated experimentally. It was found that the
spray water flow rate has the greatest influence on
the spray heat transfer coefficient, a,, but it is also a
function of the air flow rate and the spray water
temperature. In addition to this, both air and spray
water flow rate affect the mass transfer coefficient,
0, but the great effect belongs to the air flow rate.
The results of increasing the ratio of spray water to
air mass flow rate indicate that it decreases the
tower transfer coefficient. Correlations for spray
heat transfer coefficient and mass transfer
coefficient for ICCCCT were concluded. These
correlations was found to represent the experimental
results very and also in a good agreement with the
previous works. Wet bulb temperature w2as found
to has a great influence on the characteristics of the
tower. It decreases spray heat transfer coefficient
while it increases mass transfer coefficient. The
cooling water heat load increases both heat and
mass transfer coefficients. The effect of packing
material and then repeated using packing was found
to has a relatively good enhancement on the cooling
tower performance.
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NOMENCLATURE

A
Cp

Area (m?)

Specific heat at constant pressure (kJ/kg °C)
Outer tube diameter (m)

Inner tube diameter (m)

Air mass flow rate (kg/hr)

a Qe U

Air mass velocity based on minimum
Section = pv (kg/m®.s)

Specific enthalpy (kJ/kg)

Thermal conductivity (W/m °C)
Spray water mass flow rate (kg/hr)
Mass flow rate  (kg/hr)

Cooling capacity (Watt)

Prandtl number

Reynolds number

Temperature (°C)

Overall heat transfer coefficient (W/m?” °C)
Velocity (m/s)

<cHPIOIC AT

Greek letter

Mass transfer coefficient for water vapor,
between spray water film and air (kg/m” s)
Heat transfer coefficient between tube
surface and spray water film (W/m?” °C)
Heat transfer coefficient for water inside the
tubes (W/m’ °C)

Spray water mass rate per length of tube
(kg/m s)

Density (kg/m®)

Ol

Os

Oy



Number 11 Volume 18 November 2012 Journal of Engineering

Sub-Script

ave Average

air Air flow (a)

cwW Cooling water

in Inlet

out Outlet

i Interface between spray water film & air
f saturated air-spray water film
sat Saturation properties

sp Spray water (w)
Abbreviations

LMhD  Logarithmic mean enthalpy
Difference (kJ/kg)

LMTD  Logarithmic mean temperature
Difference (°C)

CWCT  Closed wet cooling tower

ICCCCT Indirect contact closed circuit
cooling tower

HVAC  Heating ventilation air conditioning
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Abstract:

This paper describes the use of microcomputer as a laboratory instrument system. The system is
focused on three weather variables measurement, are temperature, wind speed, and wind direction. This
instrument is a type of data acquisition system; in this paper we deal with the design and implementation of
data acquisition system based on personal computer (Pentium) using Industry Standard Architecture (ISA)
bus.

The design of this system involves mainly a hardware implementation, and the software programs
that are used for testing, measuring and control. The system can be used to display the required information
that can be transferred and processed from the external field to the system. A visual basic language with
Microsoft foundation classes (MFC) is the fundamental tool for windows programming. It has been used to
build a Man-Machine Interface (MMI), which was used for processing and monitoring acquisition data from
environment weather.
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1. Introduction

Data acquisition systems is an interfacing unit
between the real world of physical parameters,
which are analog, and the artificial world of
digital computation and control. With current
emphasis on digital systems, the interfacing
function has become an important one; digital
systems are used widely because complex circuits
are low cost, accurate, and relatively simple to
implement. In addition, there is rapid growth in
the use of microcomputers to perform difficult
digital control and measurement functions (Gerd
2005).

Sensors are essential components in many
applications, not only in the industries for process
control but also in daily life for building's safety
and security monitoring, traffic flow measuring,
weather condition monitoring and etc. In weather
monitoring, for instance, parameters such as wind
speed, wind direction and temperature need to be
measured *) thus sensors have always assigned
the task for doing so.

Weather or climate plays an important
role in human life. The thermal comfort of human
being is known to be influenced mostly by six
parameters, i.e., air temperature, radiation, air
flow, humidity, activity level and clothing thermal
resistance. The advancement in technology has
made these small and reliable electronic sensors
capable of monitoring environmental parameters
more favorably (Kamarul and Chow 2006).

2. Type of Instruments for Wind Speed and
Direction Measurement

The two instruments commonly used to
measure wind speed and wind direction are the
anemometer (wind speed) and the wind vane
(wind direction).

2-1.Wind Direction Ssensor

The wind vane, illustrated in Fig. 1,
measuring wind direction sensors are generally
some variant of the familiar weather vane.
Sensitivity is maintained by constructing the
weather vane to rotate on bearings with minimal
resistance. Electronic readout can be achieved
using a potentiometer (a “wiper” contact
connected to the vane slides over a wire-wound
resistor). The resistance between the contact and
one end of the wire resistor indicates the position
of the vane. Alternative methods of readout
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include optical and magnetic position sensors.
Positional accuracy is £5% (John 2000).

2-2. Rotational Anemometer

Weather stations commonly employ a 3-
cup anemometer. This consists of a vertical axis
rotating collar with three vanes in the form of
cups. The rotation speed is directly proportional to
wind speed as shown in Fig.2. An alternative to
the cup anemometer is a propeller anemometer in
which the wind causes a propeller to rotate. There
are several ways to obtain an electrical signal
indicating the speed: a magnet attached to the
rotating shaft can induce a sinusoidal electrical
impulse in a pickup coil; a Hall effect sensor can
be used; or the rotating shaft can interrupt a light
beam, generating an electric pulse in a photo
detector. Rotating anemometers can measure wind
velocities from close to 0 up to 70 m s '(150 mph)
(Ian 2001)

3. Integrated Circuit Temperature Sensor

This very cheap, simple means of
temperature measurement or compensation for
temperature in the range -40°C to +110°C. The
integrated circuit, which looks like a small
transistor, operates on a power supply between 4
to 30 volts, giving a linear output of 10 mV
deg./°C, with an accuracy of £0.4 °C (Telemetry
Group 2005).

4. Computer Measurement and Control
Hardware Requirement of the Present
Work

The computer interface system hardware
comprises mainly of the following unit:
- Input and output interface circuit.
- Data acquisition system.
- Transducer.

4-1. Input and Output System Hardware

The system hardware was designed and
built for real time computer control and
measurement operation. The designed process
system is interfaced to (Pentium 1)
microprocessor system via a group of buffering
and latching gate, each having 8-bit I/O port
which are used to adapt with other external
hardware system as shown in the detailed
interface circuit diagram of Fig.3 (Telemetry
Group 2005 and K. Lacanette1997). The
address that are used and the functions performed
by each unit are mapped in Table 1.
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4-2. Data Acquisition System

The data acquisition system was designed
to transfer 8-bit data system variable (temperature,
direction, and wind speed) to the microcomputer
system.

An 8-bit, 8-channel unipolar (ADCO0808)
analog to digital converter based on successive
approximation is used for measuring three
different variable (wind direction, wind speed,
and weather temperature) each one of the
measured variable use a separated input channel
in the analog to digital chip.

The data acquisition is started by selecting
the required channel to be converted, the selector
line come from one bit in the output port. The
conversion is initiated by start conversion pulse
that is applied from the computer through another
bit of the same selector output port. Then the
status of the A/D is read by means of input port to
ensure the conversion is complete. The basic units
of data acquisition system are interconnected as
shown in details of Fig.4 (D.C. Ramsay 1996
and Chuck Hellebuyck, 2003).

4-3. The Transducer (Gods Atul P., 2008
and Patil C. Y., 2008)

The wind-vane transducer shaft is
internally coupled to 20kQ potentiometer for
measuring shaft position and wind direction; this
potentiometer has a complete 360° rotation with
no rotation stop.

The anemometer shaft is internally
coupled to magnetic reed switch. Each revolution
of the anemometer produces one contact closure
of the reed switch.

The data acquisition system has a number
of 8-analogue channels inputs designed to be
connected to analogue type measurement sensor.
Other analog inputs can be added if we use
network modules, these analog inputs are
designed to interface to ground-referenced (0-5)
VDC analog signals. The interfacing is capable of
measuring the frequency of a periodic input signal
(digital) with the accruing required for this
interface. To be compatible with interface analog
input, a signal is needed that varies from 0 to 5
VDC and is proportional to wind direction. The
wind-vane shaft is directly connected to the wiper
of 20-k potentiometer. Therefore the position of
the pot wiper always indicates wind direction.

It’s a simple matter to connect the ends of the
potentiometer to ground and to +5VDC. The
wiper voltage then varies from 0V(0 degree) to
5V(360 degree) as the wind vane is rotated. The
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relationship between the wiper output voltage and
wind direction can be determined by:

) . . Vv
Wind Direction =—22-x 360° (D
5V
This relationship assumes that the

potentiometer is completely linear. The first step
in the design of the wind speed interface is to
calibrate the anemometer to correlate wind speed
versus switch-closure frequency. To accomplish
this step, we mounted the wind transducers to the
spare tire carrier at the rear of our truck. Then, we
drove the vehicle on a virtually windless morning
at speeds spanning the input range of the
anemometer while measuring the switch-closer
frequency. Before attempting this experiment we
also had our vehicles speedometer professionally
calibrated since our new tire diameter differed
from the original tires. The recalibration resulted
in a fixed indicted speed offset of about +3MPH.
The results of our data collection which has
measured experimentally are presented in Fig.5.
The manufacturer subsequently verified our
finding-one switch closure per second (or 1 Hz)
equaled 2.33MPH. Thus, over the wind speed
range of interest (0-115MPH) the switch closure
frequency varies from (1Hz=2.3MPH) to
(50Hz=115MPH).

There are many ways to convert a
variable frequency signal in to DC voltage. This
type of circuit, often known as a tachometer
circuit is implemented most often using a single-
chip FN converter integrated circuit. The circuit
consists of an input comparator, one-shot, and
integrator.

Each time the input signal crosses the
comparator threshold; it activates the one-shot,
which switches a precise amount of charge in to
the integrator input for a measured time period.
As the input signal increases in frequency, the
charge injected into the integration capacitor
increase proportionally. The result is an average
output voltage from the integrator proportional to
the input signal frequency.

Obviously, this job was better suited to a
digital counter or micro controller. We choose
microchips PIC16C54 due to the circuit designs
simplicity, low parts count, and program
flexibility. In the approach we followed, the wind
speed transducer is connected directly to an input
bit of the PIC micro-controller.

An 8-bit D/A configured for an output
range 0-5 volts DC is connected to eight of the
PIC general-purpose 1/O bits, which are
configured as outputs.
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To measure wind speed, the PIC simply
counts the number of anemometer switch closures
during a predetermined time period (frequency).
This count is then scaled to obtain the 8-bit digital
value, which drives the DAC. The scale factors
ensure that the digital output is equal to 225 when
the input frequency is equal to 50 Hz (115 MPH).

The DAC output voltage is always
proportional to the wind speed as measured by the
anemometer. The software programmed to
measured frequencies up to 50 Hz in 1Hz
increments. Thus, wind speeds up to 115 MPH
can be measured in increments of 2.3 MPH.
Therefore, at a wind speed of 0 MPH, the output
voltage of the circuit is 0 volt, and it is 5 volt with
a wind speed of 115 MPH.

The relationship between the DAC output

voltage and wind speed can be found by the

following equation:
windspeed = Vou x115 ()
5V

By using a micro-controller, we can
measure switch closure frequency (and thus, wind
speed) with greater resolution than 1 Hy. in our
application, however, this level of precision was
unwarranted. The circuitry required to interface
the wind speed and direction transducers is shown
in Fig.6.

For weather temperature measurement we
need a transducer to sense this temperature. For
our work we use LM334 a three terminal
adjustable current source, as a temperature sensor
because it is reliable, economical and compact in
size. The output current I, of the LM334 is
directly proportional to absolute temperature in
Kelvin (k) and is given by

|- (227uv/k)(T)

“= )

set

where:
I= output current of the LM334.
R,=resistor that determines I and is connected
between R and V terminals of LM334.
T=temperature in Kelvin.

To express the output voltage V, of the
LM334 in terms of I, and Ry we will use the
connection diagram of the LM334 shown in Fig.
7. And equation (3). In other words the output
voltage will be.
Vo ~ | set RL

V, ~10m V /K (4)

Data Acquisition System for Wind Speed, Direction
and Temperature Measurements

To condition the output signal of the
temperature transducer to make it suitable for the
ADC 0808 we will use a voltage follower and
differential amplifier as shown in Fig.8. Because
the voltage follower eliminate loading and
differential amplifier provides the gain necessary
to make the signal suitable for the ADC.

5. System Software (Barry B. Brey, 2007)

The software of the system consists of
two main parts: Man-Machine Interface software
and control software. Man-Machine interface
software is application independent. And it plays
the role of an interface between the operator and
the system. While the control software is
application dependent and must be written
specially for the used control hardware (plug-in
card).

The control software is lightly linked to
the Man-Machine interface software, and the two
must be worked together to make the system
software function. The system software was
implemented by using visual basic language,
which is fundamental programming for windows.
We deals with visual basic software programming
because it is easy to use and has a speed adequate
for most application (the exception is control of
the analog-digital-converter, a process which
requires precise timing).

The program begin with an initialization
procedure which configures the computer for the
correct channel of the variable measurements,
setup the necessary data array-and performs other
housekeeping chores. The user is then given the
opportunity to plot data stored on a hard-disk
from a previous measurements, or to run the
operation of measurement itself, if the user
chooses to begin the measurement task the
program immediately goes in to the data
acquisition software which acts as controller,
prompting other program which collect the data,
manipulated data, and display the variables on
user window as a real value or display it as
graphics. The user window which represent the
Man-Machine interface software is shown in
Fig. 9.

The procedure represents the main program which
was used to initialize the procedure of measuring
the weather variables is illustrated in following
steps:

1- Start.

2- initialize the input ports of the system.

3- select the digital to analog (ADC) input port.

4- Send start conversion signal to ADC unit.
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5- Check the ADC status , If it is true then end
the conversion operation and input the binary
data to the computer system and go to step 6
.Else take few second and return to check the
ADC status.

6- Manipulated the digital raw input data.

7- save the information in specific array on hard
disc and display the weather variable on the
user window.

8- If you want to repeat the weather variables
measuring go to step 3, else go to step 9.

9- End.

6. Results and Discussion

The proposed system was calibrated
through using advanced equipment meter type
PROVA, which contains a thermometer and
anemometer sensor.

The results which were obtained from the
proposed system for five days were plotted in
Figs. 10 and 11 for temperature and wind speed
measuring results and the wind direction results
for five days are put it in table 2.

The measurements of the variables have
been compared with the same variables value
obtained from portable measurement equipment
type PROVA (AVM-07) and the results which
observed in Figs. 12 and 13. From this
comparison show us very good level of stability
as well as accuracy.

7. Conclusions
The focus of the paper is in using digital

data acquisition system based on microcomputer
for measuring a multi type of variable.
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The following points are the most important

outline which obtained from this paper.

1. The system usefulness is as a teaching tool
that let engineers and scientific user to
exercise their programming skills in order to

Acquire and store, process data and display
the process in to engineering form.

2. Data  acquisition system based on
microcomputer is more efficient and
economical than conventional system
because it can be programmed at
predetermined time.

3. The  graphics  capabilities of  the

microcomputer have been exploited so that
several system variables can be observed
simultaneously. Consequently, no additional
recording instruments are required.(Hence
the computer will store all the data on hard
disk, and we don’t need an external storage

devices.
4. The general purpose nature of the
microcomputer based system has been

demonstrated and also we have been
considered for illustrating basic important
concept of data acquisition for real-time
multi-variable measurement system.

5. Data  acquisition  system based on
microcomputer provides the user with
flexibility of selecting various variable type
of process measurement. The system has the
ability to deal with multi-variable at the same
time.

6. The use of digital techniques for data
acquisition system makes these systems more
accurate, reliable, and simpler.
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Table 1 Input And Output Address Mapping.

Addresses Function description
300 H Address of analogue channel select
301 H A/D enable and start conversion
302 H Statue of A/D (EOC)
303 H A/D data reading enable

Table. 2 Illustrated the results of wind direction for five days.

Time Date

(hr) 1/11/2010 | 7/11/2010 | 14/11/2010 | 21/11/2010 | 28/11/2010

Direction

1 NE N WN WN NW
2 NE N NW NW WN
3 N NW NW NW NW
4 N N NW WN NW
5 N W NW W WN
6 N W W W WN
7 N W WN WN NW
8 NW WN WN N NW
9 NE NW NW N NW
10 N NW WN NW NW
11 NE N NW WN NW
12 NE N NW WN WN
13 N NE NW WN WN
14 NE NE WN W NW
15 NE W WN W NW
16 NE N WN WN WN
17 N N N WN WN
18 N WN N N w
19 NW NW NE N NW
20 NW N NE NE NW
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21 NwW NE N E WN
22 NW NE NW NE NW
23 NW N NW N i
24 NW N \ WN \Y

Fig. 1 llustrates Wind Direction Sensor.

Fig. 2 Illustrate Types Of Wind Speed Sensor.
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Fig. 4 Illustrates The Data Acquisition System.
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Fig. S Illustrate A Relations Ship Between The Reed Switch Frequency And
Wind Speed.
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Fig. 6 Illustrate the Electronic Circuit Details Wind Speed and Direction Transducer.
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Fig. 7 Illustrate LM334 Connection Diagram.
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Fig. 8 Illustrate the Signal Conditioning Through Voltage Follower and
Differential Amplifier.
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Fig. 9 Illustrate User Window (Man-Machine Interface) MMI.
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Fig. 10 Illustrate Wind Speed Distribution With Time For Five Days.
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Fig. 11 Illustrate Temperature Distribution With Time For Five Days.
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Fig.12 Illustrate The Comparison Of Temperature For Proposed System And
Laboratory System.
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Fig.13 Illustrate The Comparison Of Wind Speed For Proposed System And Laboratory
System.
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Abstract

In this study, the dynamic modeling and step input tracking control of single flexible link is studied. The
Lagrange-assumed modes approach is applied to get the dynamic model of a planner single link manipulator. A
Step input tracking controller is suggested by utilizing the hybrid controller approach to overcome the problem
of vibration of tip position through motion which is a characteristic of the flexible link system. The first
controller is a modified version of the proportional-derivative (PD) rigid controller to track the hub position
while sliding mode (SM) control is used for vibration damping. Also, a second controller (a fuzzy logic based
proportional-integral plus derivative (PI+D) control scheme) is developed for both vibration damping and hub
position tracking. A comparison is made between the performances of these two controllers. The Hybrid
controller with PD and SM shows better tracking behavior than obtained from the suggested fuzzy (PI+D)>
controller for a single link flexible manipulator.

Keywords: Flexible Link, Single Link, Hybrid Control, Fuzzy Control.

DAl

A,k Bubai 23 gingle link 3aaly dlay 53 ¢1,0 A8 )a e 3kl s (Sualball =3 gaill Al 5o o3 Al Hall 038 3
Ay Y o) Y Sl #igad e Jgasll Lagrange-assumed modes approach s sl baaill - =il <Y
Jalaill Simulink 3415 Matlab gl alasiuly ailSlae &5 gdll g saal gl Alagll g hd i o Jgpaal)
iyl ‘; Sy i Je alzill hybrld controller (pag vl 3 S8 e JlAaY) bu.d e C\)ﬁ\ &, BlSlaall
w5 Lk Jomiall a2l PD latess (g Aliee Gt aranad o5 Cum Al (Shgl) ilin (o 58 (5315 35 al) QDA g 1)
Fuzzy —was Ghic jhue) SG jhae joshi o3 Gl &l 5a¥) aeadl liding mode GV il Jaaill 3 jlass aladiu)
et iy o sassall el il 4 Jlie Caly Jaatall e @iy <315 aedi (e S e b ylasll 43y ,lS (PI+D)
L ) Bhidl Hlauae pe 43 3e I3 g 5l e Gpngd) Slasuall Jae (5585 7 s s

1242



Waladin K. Sa'id
Bahaa 1. Kazem
Alya'a M. Manaty

1. Introduction

Many of today's robots are required to

perform tasks which demand a high level of
accuracy in end-effector positioning. Most robots
cannot directly sense this position and instead
calculate it using the joint angles and forward
kinematics equations. This technique assumes that
the links connecting the joints are rigid, and thus
many robots have large, heavy links which behave
like true rigid links. This prevents oscillations in the
links which cause errors in the calculated end-
effector position. Since the links are heavy, much of
the joint motor's power is expended moving the link
and holding them up against gravity. Also payloads
must be kept quite small compared to the mass of
the robot itself, since large payloads will cause
sagging and vibrations in the links which create
uncertainty in end-effector position. This results in a
situation where these rigid robots are very
inefficient and slow. In an attempt to solve these
problems, the field of flexible robots was created,
Natarajan et al (1998).
In order to fully exploit the potential offered by
flexible robot manipulator, it is desirable to have an
explicit, complete, and accurate dynamic model.
This model must consider the effects of structural
link flexibility and properly deal with vibrational
behavior. Different schemes for modeling of the
manipulators are studied by a number or researchers
as described below. The mathematical models of the
manipulators are generally derived from energy
principles and for a simple rigid manipulator, the
rigid arms store kinetic energy by virtue of their
moving inertia and store potential energy by virtue
of their position in the gravitational field, but the
flexible arms store potential energy by virtue of the
deflections of its links.

To include bending one may often use the
Euler-Bernoulli equation which ignores shearing
and rotary inertia effects. These two effects may be
incorporated using a Timoshenko beam element
which generally must be used if the beam is short
relative to its diameter, Book et al (1990). In most
models of flexible manipulators Euler-Bernoulli
beams are used.

The robotic systems with flexible links are
continuous dynamical systems characterized by an
infinite number of degrees of freedom and are
governed by nonlinear coupled, ordinary and partial
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differential equations. The exact solution of such
systems is not feasible practically and the infinite

Dimensional model imposes severe constraints on
the design of controllers as well. Hence, they are
truncated to some finite dimensional models using
assumed modes method (AMM), finite elements
method (FEM) or lumped parameters method.

In the literature a number of techniques for deriving
equations of motions were used to develop the
dynamic equations of motion of flexible link
systems. Three main techniques were used by
researchers, namely: Newton-Euler approach |,
Boyer et al (1996), Lagrangian approach , Geniele
et al (1997), and Hamiltonian approach ,Benati et al
(1991).

The control difficulty of flexible arm is due to the
non-collocated nature of the sensor and actuator
positions which results in unstable zero dynamics.
In other words, the nonlinear system is non-
minimum phase. Therefore, the system has an
unstable inverse dynamics. The non-minimum
phase property makes exact asymptotic tracking of a
desired tip trajectory impossible, if one employ
causal controllers. Furthermore, the robot should
handle a wide variety of payloads, the robustness of
the control system becomes very important , talebi
et al (1996).

The control strategies considered in this field can be
divided into open-loop and closed-loop methods.
Open-loop control involves altering the shape of
actuator commands by considering the physical and
vibration properties of the system. The main source
of vibration in the flexible manipulator is the
motion itself. Thus, input torque profiles are
generated by minimizing input energy at system
natural frequencies, so that vibration in the flexible
manipulator system is reduced during and after the
move. Many types of shaped input strategies are
developed on the basis of extracting the energies
around the natural frequencies. These are, Gaussian
shaped input, low pass filtered torque input and
band-stop filtered torque input. While closed-loop
control uses measurements of the system states and
alters the actuator input in order to reduce the
system vibration, Azad et al (2003).

A number of feed-back control strategies have been
proposed in the literature for the end-point
trajectory tracking in flexible manipulators. Book et
al (1975) and Hasting et al (1987), employed linear
control theory, while Singh et al (1986), De Luca et
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al (1989), and De Luca et al (1991) made use of
nonlinear decoupling. They recognized that a multi-
link arm could not be controlled based on their
approach because of nonlinearities in the dynamics
of a multi-link arm.

Tang et al. (2006) focused on tracking
control problem of flexible link manipulators. In
order to alleviate the effects of nonlinearities and
uncertainties, a combined control strategy based on
neural network (NN) and the concept of sliding
mode control (SMC) was proposed systematically.
The chattering phenomenon in conventional SMC is
eliminated by incorporated a saturation function in
the proposed controller, and the computation burden
caused by model dynamics was reduced by applying
a two-layer NN with an analytical approximated
upper bound, which was used to implement a
certain functional estimate. In addition, the
Lyapunov analysis can guarantee the signals of
closed-loop system bounded and the online NN
adaptive laws made the system states converge to
the sliding surface.

Alwan et al (2008) suggested the
dynamic modele and control; of a robot with single
flexible-link with revolute joint, which rotates in the
horizontal plane. The dynamic equations are derived
using the (assumed mode)/Lagrangian formulation,
based on Euler-Bernoulli beam theory. Both the
rigid degrees of freedom and the elastic degrees of
freedom of the system are treated as generalized
coordinate. Although the equations of motion of the
system are highly nonlinear and coupled, due to the
dynamic model derived in this work takes into
account  the coupling effects between rigid
body motions and elastic deformation. The inverse
dynamic method is used to present the Trajectory
Control of Flexible Robot Arm; the desired position
of the end point of the manipulator is given versus
time, and the required joint torques are determined,
The main difficulty is that the numerical solution of
the inverse dynamic problem of flexible
manipulators normally diverges. The computed
joint torques can be used as feedforward controls
which minimize the work of the feedback controller
needed to compensate modeling errors.

In this work several control schemes have been
suggested and simulated for step input to possessing
interesting nonlinear and non-minimum phase
features for one flexible link manipulator.
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2-Dynamic Modeling Of A Single Flexible
Link

The schematic of a planar single-link flexible
manipulator is shown in Fig. 1. Where (X , Y) is an
inertial coordinate frame, and (x , y) is the
coordinate assigned for a flexible link moving with
instantaneous Center of Mass (CoM). 6 w(x,t), ¢,
and t represent the hub angular position, the
deflection along the arm, the length of the link, and
the torque applied to the hub, respectively.

Single link flexible arm modeled as an
Euler-Bernoulli beam in rotation. At one end, the
arm is clamped on a rigid hub mounted directly on
the vertical shaft of a DC motor, the other end is
free to flex in a horizontal plane, and has a mass mp
as a payload. It is assumed that the length of the
beam, € is much greater than its width, thus
restricting the beam to oscillate in the horizontal
direction. Neglecting the effects of shear
deformation and rotary inertia, the deflection of any
point on the beam is given by the Euler-Bernoulli
beam equation Thomson (1981).

The Euler-Bernoulli beam theory and the
assumed modes method can be used to express the
deflection w(x,t) of a point located at a distance x
along the link as:

wx, 1) = D" 4(x)8(1)
(1)
where ¢,(x) is the mode shape function and HOEN
the time varying modal function and n is the number
of finite modes.
The absolute vector of a point along the link

is described by:
P Px| cosd —sinf || x
__py " |sin@ cosf ||w
B [ xcosO - wsin@}
| xsin® + wcosé )

In order to derive the equations of motion
for this system which is a combination of a lumped
parameter part (the hub rotation and the payload
mass) and distributed parameter part (the link
deformation); an energy-based method is the most
convenient, i.e. Lagrange formulation. The
Lagrangian, L, of the system can be determined by
substituting equation for the total kinetic energy and
the total potential energy (L =T — V).
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Therefore, the kinetic energy 7' and the potential
energy V of the system have to be computed.
I=T,+1,+7T, 3)

where T), is the kinetic energy contributions from
the hub:
1

. | !
Th =th9(t)2 + 7th0
2 2 (4)
Where "o is the deflection at the hub.From the
geometric boundary condition this is equal to zero.

T, from the link: is:
= [pha

0

T (%)

T2
Where
PP =wifr+x267 + 2w + Wl

Similarly, the kinetic energy associated with the
payload can be written as:
1 I S
T,=—m,w, +—J 6(t
P op 4 2P () 6)
Where "/ is the deflection at the end of the link
The potential energy of the link is
composed of two parts: the gravitational energy V5,
and the strain potential energy V, owing to the

flexure of the link Chapnik et al (1991),

V=V, +V, ™

Since the movement of the link is assumed
in the horizontal plane only, the gravitational energy
can be neglected. The potential energy resulting
from the elastic deformation of the link is given by:

¢

v, :%J-Elw"zdx

0 ®)

The potential energy V., of the system is

stored in the flexible modes and can be attributed to

"modal stiffnesses" K which are evaluated by
integrals over the length of the link.

Then the dynamic equations of the system

can be derived using the Euler-Lagrange. A system

with n+1 generalized coordinates ¢ must satisfy n+1

differential equations of the form:

dm_aL_
dt|og | 0Oq 9)
The computational details on various

differentials and integrals can be found in Manaty
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2008, results are a coupled set of second order
dynamic equations:

M(q;)g; +C(q;,9;) + Dq; + Kq; + g(q;)=U

(10)
M, (q) My(9) {9}{@,(%4) C,.,~(q,4)}+
M_/;(Q) M_[f'(q) 6‘, Cfi*(q7q.) C/]’(‘]aq)
e A HEEH
.|t + = T
0 fo 5[ 0 Kff (3‘[ g;(fl) 0 (11)

where r and f denote rigid and flexible part,
respectively. M(g;) and Ky are the positive definite
symmetric inertia matrix and positive definite
diagonal stiffness matrix respectively .

The elements (i=n+1, j=n+1) of the inertia matrix
and stiffness matrices for a single link robot with

one vibration mode take on the expression below.
3

Y4
m, (q)=J, +Jp +p?

my,(q) = ,Oj.x¢1 dx
my(q) =mi5(q)

4
My (@) =m, 87 + mydi + p[xy dx
0

/
ey = EI [ ¢ dx
0

3. Hybrid Controller

Similarly to most of the contributions in the
field, the proposed control method is developed for
the one-link flexible arm as a first step towards
general multi-link arms. The suggested control
approach consists of two sub-controllers; one is
slow sub-controller to tracking the desired input,
and the other is fast sub-controller to damp out
vibration. Using the dynamic model eq. (11) and
eq. (12), a hybrid controller is designed. The rigid
sub-controller will be built using the inverse control
approach (Augmented PD controller), while the
flexible sub-controller is sliding mode control
(SMC).
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3.1 Augmented PD Controller

The purposes of slow sub-controller are
tracking input without steady state error and
reducing coupling effect from flexibility. To design
the control u; for the n joint coordinates ¢,, infinitely
stiff links are assumed. The rigid body model for
the manipulator can be recovered from the n upper
rows of eq. (12), by setting ¢; = 0 for all (n, )flexible
0

links. This yields 9e =9e=9¢ =0 and the
equations of motion are then
M, (q,)§,()+C,(q,4,)+g,(q,)=u, (12)

Accurate measurements of joint variables, either
angles or displacements and joint velocities are
assumed to be available. If the tip location r, of the
manipulator is of interest, then

n=53,) (13)

d
the vector of desired joint coordinates - must be
computed using the inverse kinematic equation

-1
g = (14)
The well-known inverse dynamics control

method is chosen here, where the control Ur is
taken to be a function of the manipulator state in the
form;

u, =M, (q,)u +CIq,,9.)+g.(q,)
(15)
Because the mass matrix M, is invertible,
the combined system reduces to

g, =u, (16)
where “r represents a new input vector, which is
still to be chosen, for the system.

The approach

u, :_qur _KDC]r +r (17)
with constant control matrices Kp and Kp leads to a
simple linear second-order system,
qr+Kqu+KpQr=r (18)
where r is the reference input. Under the assumption
of positive definite matrices Kp and Kp, this system
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is asymptotically stable. Given a desired
d
trajectory 7- , one may choose
.d -d d
r=dq, +Kqu +qur (19)

_ 4 )
The tracking error ¢ = 9r ~ 9 then satisfies the
homogeneous second-order differential equation

é+K,e+K,e=0 (20)

Choosing Kp and K as diagonal gain matrices of
the type

K p=
K =diag{26,0,........ 26,0, 1)

results in a closed-loop system that is globally
decoupled. Each joint response is equal to the
response of a second-order system characterized by
a natural frequency w; and a damping ratio J;.

The method of inverse dynamics is
attractive because the nonlinear coupled dynamics
of the manipulator is canceled and replaced by n
linear decoupled second-order systems. However,
such exact cancellation schemes leave open many
issues of sensitivity and robustness due to
unavoidably imperfect compensation. These issues
are addressed in several books dealing in details
with modeling and control of robot manipulators,
e.g. Spong et al 1989. However the final control law
used in this paper is given by

u, =M, (q)u, +K,(q,.4,)+£,(q,) (22)
— .2 .d . d
u, =g, +KD(qr _qr)+Kp(QV _QV) (23)
3.2 PI - Sliding Mode Controller (SMC)

The flexible sub-controller should be

designed to damp out vibration. Sliding Mode
Control (SMC) is often favored as a basic control
approach, especially because of its insensitivity
property toward the parametric uncertainties and the
external disturbances. SMC are characterized by
control laws that are discontinuous on a certain
manifold in the state space, the so-called sliding
surface. The control law is designed such that the
representative point’s trajectories of the closed-loop
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system are attracted to the sliding surface and once
on the sliding surface they slide towards the origin .
However the major drawback in the SMC approach
is the undesired phenomenon of chattering because
of the discontinuous change of control laws across
the sliding surface. In practical engineering systems,
chattering may cause damage to system
components, as well as excite unmodeled and high
frequency plant dynamics , Kwatny et al (1987).

There exist several techniques to eliminate
chattering. PI-SMC approach provides an effective
way to resolve the chattering problem. In general,
the first step to illustrate the standard SMC is to
define a time-varying sliding surface, S(t), that is
linear and stable. The S(t) acting on the tracking-
error expression selected in this work, is:

S(t) = Aelt) + (1) 24

where 4 is a strictly positive constant, and e(t)is

the tracking error, while e(t) is the time derivative
of the tracking error e(t). Since the aim of this
controller is to damp out the vibration to zero,

Q/ (t) and q.f(t)

therefore are used instead of e(t)

and e(?) respectively, then eq. 24) becomes

St)=Aq () +q (1) (25)

Sliding mode means that once the state
trajectory has reached the sliding surface

S(e,e)=0 the system trajectory remains on it
while sliding into the origin (0,0), independently of
model uncertainties, unmodeled frequencies, and
disturbances, Quang (2000).

To keep the S(e,€) at zero, the control law
is designed to satisfy the following sliding condition
(Lyapunov function):

V:%SQYMOZO (26)

Its time derivative becomes ¥ =SS and the control
uy is chosen such that

S(t)S(t)S_U‘S(I)‘ (27)

where 7 is a positive constant that guarantees the
system trajectories hits the sliding surface in a finite
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time. Essentially, eq. (26) states that the squared
“distance” to the surface, as measured byS 'S s
decreases along all system trajectories. Thus, eq.
(27) provides a sufficient reaching condition such

that the tracking error e, will asymptotically
converge to zero, Quang (2000). In order to meet
that condition, the control law is chosen as follows

u, =-Ksgn(S) 28)
where the sliding gain K; > 0 and sgn(S) is a sign
(or signum) function, which is defined as

-1 if§<0
sgn(S)=4 0 if S=0
1 if §>0

(29)
As explained before, using a sign function
often causes a chattering problem. A proportional-
integral combination of the sliding function is
proposed in a boundary layer in place of the signum
function by Quang (2000). This continuous
controller can force the system states to reach the
sliding surface and attain high tracking
performance. The equation for this saturated
proportional-integral functions is given by

1 if opy >1
t

i
pPpi(op)=yop +K; |op if -1<0p <1,

1i0
-1 if op; <-1
(30)
where
oS,
PI @ H
where X/ >0 s an integral gain, and fo is the

initial time when the system states enter the

boundary layer & (*) which is defined as ,Nguyen et
al (2003),

B(1) ={e,

S(e,t) <@}, >0 31

where [S(0 e

sliding surface S, P s the boundary layer thickness.

is the distance between state and

If [on|21 the integration term in eq. (30)
will be reset to zero to prepare for the system state
entering boundary layer. It is assumed that the
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chosen integration gains K are sufficiently large
such that

6p +K;0p; >0  forallop, >0

Gpy+K;op <0 ﬁwaﬂqm<0(n)

Inequalities (33) imply that P7 increases

for all~ > 9 and Pr decreases for all @71 < 0
Nguyen et al (2003).

The overall Fuzzy PI +D control system is
shown in Fig. 2.

Similar to the classical (PI+D) controller
which uses two integrators, the fuzzy (PI + D)
control approach uses two fuzzy (PI + D)
controllers. The first controller is used for set-point
tracking control, while the second one is used for
vibration damping. The block diagram of this
approach is shown in Fig. 3.

Eight rules, “ D output” had been used for fuzzy
control output. The formulation for these rules is
given by Tang et al (2001).

5. Simulation Results And Discussion

The simulation results for a robotic system
that has single link with one mode are discussed.
The numerical model used in the simulations is
illustrated below. It is derived by using the assumed
modes method with clamped-free shape functions
presented in section 2. The link parameters are
given in Table 1, these parameters are taken from
Azad et al (2003). One mode shape approximation
is used for this example. The inertia M, stiffness K,
and damping D matrices, are obtained by using the
Matlab program given in Manaty (2008).

0.1837 0.3910

0 0 0 0
D= K:
{0 OJ 0 31.6931

The simulation results of a single link with one
mode approximation using controllers (the hybrid
and the fuzzy (PI+D)?) designed in section 3 and 4

_[1.5623 0.1837}
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4. The Fuzzy (Pi+D)’ Controller

This approach was proposed by Soorasksa
et al 1998, to control the flexible link manipulator.
The overall fuzzy PI+D control law can be obtained
by algebraically summing the fuzzy PI control law
and the fuzzy D law together. The result is

Upp(nT) =y (nT =T) + K, py Aty (nT) +
uD(nT_T)_KuDAuD(nT)

(33)

to track a step reference input are shown in Fig.s 4
and 5.

In this simulation, gains for the hybrid controller are
chosen as (Kp=5 and Kp = 5) for augmented
controller. While the gains for the SMC (A =10, ¢ =
0.1, K;=10, K= 4).

A (1 radian) step reference is applied to the hybrid
controller, as well as the fuzzy (PI+D)* controller
(with Kp = 4000 and Kp = 800 for rigid part and Kp
=4000 and kD = 600 for flexible part).

The proposed hybrid controller demonstrates a
significant improvement over the other controller
(fuzzy (PI+D)?) as illustrated in Fig. 4. The
manipulator tracks the step reference trajectory with
almost no overshoot or undershoots. The hybrid
controller has better settling time (2.5 sec) and has
virtually no ripple.

The fuzzy (PI+D)* controller results show that
there is small oscillations in the transient response
causing the step response to reach steady-state in
(4.7 sec). The fuzzy controller has slightly longer
settling time 3.5 sec.

The control signal for the rigid link and for the
flexible mode is shown in Fig. 8 while the tracking
error signal is shown in Fig. 6. Both results show
that the two controllers approaches give unequal
torque values for the rigid link and for the deflection
as shown in Fig. 7. It can be noticed that the error
system with hybird controller reaches zero steady
state error after a few seconds (3 sec) while system
response when using the fuzzy (PI+D)2 controller
there is (0.1) steady state error.

6. Conclusions

In this paper, a model for the single flexible-link
manipulator which describes both linear and
nonlinear behavior of the entire system has been
developed.
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Two approaches to control the flexible link
manipulator are used. The first one is a hybrid (PD
and sliding mode) controller. Where, the augmented
PD controller is used as a hub position control while
the sliding mode control is used to damp out the
vibration of tip position. The second control
approach is to use a fuzzy (PI+D)* controller for
both, the hub angle control and tip deflection
control.

The hybrid controller has a steady state error which
reaches zero in a fast manner and gives good
tracking to the trajectory while the fuzzy (PI+D)>
has a small steady state error when both controllers
try to track the step reference input.

The control torque signal for the hybrid controller
shows higher initial torque and lower mean value
torque signal than that using fuzzy (PI+D)>.

In general the hybrid controller shows better
behavior than the proposed fuzzy (PI+D)* controller
for the single flexible link manipulator.
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List of Symbols

e(t) Tracking error

EI Flexural rigidity (N.m?)

J Total inertia (kg.m?)

Jn Hub inertia (kg.m?)

Jp Payload inertia (kg.m?)

K Stiffness matrix

Kp Derivative gain

Ks Sliding gain

K; Integral gain

K, proportional gain

Kupr PI constant control gain

L Lagrangain

/ Length of the link (m)

M Inertia matrix

m; Mass of the link (kg)

m, Mass of the payload (kg)

P Position vector of any point along the

link

q Generalized coordinate

qr Velocity of the rigid part
qs Desired velocity of joint coordinate

r Position vector of link end
S() Time-varying sliding surface
T Kinetic energy

T, Kinetic energy for link

T Kinetic energy for hub

T, Kinetic energy for payload

us Control signal for flexible part

u, Control signal for rigid part

V Potential energy

Ve Potential energy due to elasticity

Ve Potential energy due to garvity

wi(x,t)  Deflection of a point x along the i"
link

wy Defection at tip position (m)

% Joint position of the link (degree)

® Eigen function of the link

0 Flexible mode of the link

0.1 Position of the center of mass

p Mass density (kg/m)



Waladin K. Sa'id Hybrid Controller For A Single
Bahaa I. Kazem Flexible Link Manipulator
Alya'a M. Manaty

Y
v
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I X

Fig. 1 Single Flexible Link Manipulator

Table 1 The Link parameters for simulation of manipulator, Azad et al 2003

Parameter Value | Units
Length 1.22 m
Mass density 0.24 kg/m
Flexural rigidity 11.82 | N.m’
Hub mass 2 kg
Hub moment of 135 | Kg. m’
inertia

Payload mass 0.045 Kg
Payload inertia 0.067 | Kg.m”
damping 0.1 o
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B Aups(nT)
upr(nT) uprp(nT)
—* fuzzy PIL y(nT)
vy + -
— ] controller
eu(nT)
{5
up(nT) -+ fuzz -
- uzzy D s —
—4 @_ controller . . +4 Ay
-1 Aup(nT) K Ay(nT)
va(nT)
o 1]
-
Fig. 2 Fuzzy PI+D control system Sooraksa et al 1998.
v - - Output
'y - - -
Vibration Output
Fig. 3 The fuzzy (PI+D)’ control approach Sooraksa et al 1998.
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(a) Tracking position (b) Tracking velocity
Fig. 4 Comparison of tracking performance of hybrid and fuzzy (PI+D)’ controllers.
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(a) Tip deflection position

I
Hybrid
(PI+D2 ||

1st Mode velocity(mfsec)
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]

Time(sec)

(b) Tip deflection velocity

Fig. 5 Comparison of first mode suppression

performance of hybrid and fuzzy (PI+D)*

controllers.

Torgue due to joint, M.m

Torgue due to deflection, M.m

Fig.

1253

Hybrid Controller For A Single
Flexible Link Manipulator

........ Hybrid
FI+D

Time,sec

(a) Control torque signal for the rigid part.

05 . ! , ; . .

05k .- ........ ......... ........ S S, .

Time sec

(b) Control torque signal for the flexible
part.
6 Control torque signal of hybrid and fuzzy
(PI+D)? controllers.
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(a) Rigid part error signal.

L

Time(sec)

(b) Flexible part error signal.

Fig. 7 Tracking error signals.

1254

Journal of Engineering



